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Abstract

Social media, such as Facebook and Twitter, have grown rapidly in recent years. Friend recommendation systems, as an important emerging component of social media, may efficiently expand social media networks by proactively recommending new and potentially high-quality friends to users. Literature review has shown that prior research work on friend recommendation mainly focuses on the linking relation between users in social media but largely neglects the influence of users' attributes. In this study, we have systematically reviewed and evaluated the existing state-of-the-art friend recommendation algorithms. We introduce a new Friend Recommendation system using a User's Total Attributes Information (FRUTAI) based on the law of total probability. The proposed method can be easily extended according to the increasing number of a user's attributes with low computation cost. Furthermore, the FRUTAI is a universal friend recommendation method and can be applied in different types of social media because it does not distinguish the structure of the network.

We have collected 7 million users' public information and their friend relationships from RenRen, commonly regarded as the Facebook of China. Using the real-world data from a dominant social media provider, we extensively evaluate the proposed method with other existing friend recommendation algorithms. Our experimental results have demonstrated the comparatively better performance of FRUTAI. In our empirical studies, we have observed that the performance of FRUTAI is related to the number of a user's friends. In particular, when a user has a small number of friends, the proposed FRUTAI algorithm performs better than other algorithms; when a user has a large number of friends, the overall performance of FRUTAI becomes less competitive but is still comparable to those of other providers, and its precision rate is quite outstanding. Our findings may provide some important practical implications to social media design and performance.

1. Introduction

Research on social media has become more important, attracting research from scholars of different business disciplines, such as marketing (e.g., Kumar et al., 2013), strategy (Bharadwaj et al., 2013), human resources (Urbah and Boscolo 2013), finance (e.g., Rassvoll and Fritsch 2013), IS (e.g., Aral et al., 2013), healthcare (e.g., Coustasse and Slack 2013; Lin and Vaska 2013; Yang and Yang 2013), and the public sector (Davies and Cairncross 2013; Kolb and Roberts 2013) [25–34]. Social network services, such as Facebook and Twitter in the U.S.A., have grown rapidly with innovative systems and tools in recent years. High-quality friend recommendation is crucial to the survival and growth of those social media services. At the early stage of social media, a network is small with only a limited number of users with an accountable number of friends; it is easy to browse over all or many of other users' profiles to make decisions of whether to choose some users as friends. Currently, the number of social media users has reached a very high level. In 2013, the number of users from Facebook reached 1.19 billion worldwide. It seems infeasible for a user to browse over millions of other users' homepages to make a decision of whether to choose a potential friend. To meet this new challenge, social media providers began to design friend recommendation systems, such as the “People You May Know” system on Facebook and other similar recommendation services from Twitter, which may assist users to make better decisions [18].

There is a stream of literature that focuses on the recommending models, named link prediction models [17]. These link prediction models are useful to predict the extent of the network by observed data and play a role as a basic question in social media structure. The possibility of connection also reflects the “quality of connection” between two users in the future. If there is a high possibility that a tie...
will connect two users, this connection will be a strong tie, which means more similarity between them. The research of link prediction has both theoretical and practical values.

Existing friend recommendation methods and algorithms are, in principle, based on two different approaches—a path-based method and a friend-of-friend method [16,18]. The path-based method uses friend linkage information by implementing the concept of the well-known PageRank algorithm from Google. Due to its high computational cost, this type of algorithm is seldom used in commercial social media. The friend-of-friend (FoF) method is an efficient and widely used recommendation algorithm due to its low time complexity. The algorithm identifies potential but unlinked friends and makes recommendations. Existing FoF algorithms mainly focus on the relations between users, but overlook the users’ attributes.

In this study, we systematically review and evaluate the existing state-of-the-art friend recommendation algorithms to discuss their strengths and weaknesses. We then propose a new Friend Recommendation method with a User’s Total Attributes Information (FRUTAI). The proposed new FRUTAI method can help social media service providers provide a better decision-making tool for its users to choose high-quality or more preferable friends online and assist users to choose more relevant and preferable friends. This paper is such an initial research effort to integrate social media users’ attributes with the law of total probability. Prior systems are largely designed for specific types of social media networks, which may not be effective to different structures of networks. FRUTAI is a generic friend recommendation method and can be applied in different types of social media. It can be extended to accommodate new set of user attributes as well.

The rest of this paper is organized as follows. Section 2 gives a brief literature review of the main existing recommendation algorithms. Section 3 presents the methodology of our proposed new algorithm. Section 4 presents a real-world case study using the proposed algorithm. Section 5 concludes the paper by discussing its potential implications to future research and practice.

2. Related literature review

2.1. Homophily and heterophily in relationships

Social media is structured by users and the ties between them. These ties reflect all of the types of relationships, such as friendship, kinship, marriage, working relationships, teacher–student relationships, and so on. The studies of network ties began in the 1920s and lasted nearly 100 years [40]. Homophily and heterophily are two principles that significantly influence the contact between users in social media. The homophily principle holds that if two people have similar attributes, they will have a greater chance of having a relationship than other dissimilar people. In contrast, heterophily refers to the preference for the different attributes, which is the opposite of homophily [41].

Researchers who focus on relationships in social media have studied the major sociodemographic dimensions such as race, gender, age, location, and education. These dimensions are also important attributes of the users in social media [40].

Compared with other dimensions, the influence of gender on ties starts in childhood. Smith-Lovin, and McPherson present that the homophily exists in play patterns, and they also observed that girls play in smaller groups than boys [42]. Eder and Hallinan find that the youths prefer to decline a cross-sex friend than add a cross-sex friend, which leads to gender segregation in social media [43]. On the other hand, the networks of adults are more sex-integrated. Marsden explains that when people “discuss important matters with the confidants, 70% of them are sex heterogeneous [44]. However, Huckfeldt and Sprague present that when the topic is limited to politics, 84% of men choose other men to discuss it [45].

Homophily in geography is obvious because it is easy for people to have more interactions with friends who live nearby than those who live far away. Kaufe and Carley study the influence of new technologies and find that they weaken the homophily of geography [46]. Likewise, Hampton and Wellman present that with virtual technology, the community does not have to be locally based as before [47].

2.2. Recommendation algorithms

In addition to the friendship studies, there is a stream of literature named “link prediction”. Traditional study is based on surveys, but the dataset is limited. Currently, we have commercial social networks, with large datasets, which make it possible to investigate connections. As a result, we have the opportunity to investigate the connection problems from other perspectives.

Existing algorithms of recommendation systems can be classified into two broad categories: recommending items and recommending people.

The traditional algorithms for recommending people, such as FoF, use only the information of friend relations in social media and do not make full use of a user’s attributes. On the other hand, the traditional algorithms for recommending item, such as a content-based method, care only about a user’s own information and ignore the relations between users. As a result, in our study, we propose a new method to combine the two to improve friend recommendation performance.

2.2.1. Recommending items

Many prior research works focus on recommending items in social media (e.g., [1-3,21,22]), and there are two main methods. Content-based methods exploit the history information of a user’s own attributes and make recommendations accordingly. Pazzani and Billsus define a content-based recommendation system [2]. For example, the basic idea is that if someone has bought a cookbook before, there is a great chance that she will buy another cookbook.

Collaborative filtering is another widely used algorithm in item recommendation. For example, it is based on the idea that if friends of a user all buy a cookbook, she may also buy the cookbook. Pazzani compares the collaborative filtering with the basic content-based method, and then proposes a model combining collaborative filtering and content-based algorithms [1].

Adomavicus and Tuzhilin present an overview of three recommendation approaches: content-based, collaborative, and hybrid methods. They analyze their advantages and limitations [3]. In a content-based method, every item is represented by a set of features, which are used to make comparisons with a user’s attributes. Although features can be attached to text documents by using retrieval techniques, some other types of files still need to assign features manually, such as image, audio, and video files. Another limitation is that this system cannot distinguish the items that share a same set of features. Furthermore, this method is limited by the existing attributes of a user that are based upon the user’s prior experience. For example, if a user has not purchased a cookbook before, the system will never recommend a cookbook to her. Additionally, if she is a new user who has few attributes, the system cannot recommend an accurate list of items. The collaborative method can easily address all type of files because the recommended list of items for one user is based on the information of other users’ recommendations. In addition, the domain of recommended items is not limited to a user’s prior preferences. The collaborative method also has some limitations. First, as with the content-based method, a new user with little information in her preferences cannot obtain a satisfactory recommendation list. Second, it will take a long time for a system to be able to recommend a new item because the recommendation will be provided only after an item is rated by a number of users. Several hybrid methods have been developed to combine the content-based and collaborative methods to address the weaknesses of the two methods to achieve a better recommendation result [21,22].
2.2.2. Recommending people

Recommending friends is an important issue in social media. Research has shown that a quality friend recommendation service may enhance connections between users, as well as the user loyalty to a social media [24]. Different from recommending items, recommending people is relatively new in social media research, and there are relatively fewer literature papers being published in this field. Friend-of-friend (FoF) and path-based approaches are the two main methods.

(1) Friend-of-friend (FoF) method

The FoF algorithm draws from the assumption that if two users in a social media network share many common friends, they may have a greater chance of becoming friends in the near future. This algorithm is also called “Common-Neighbors”. Newman designs an experiment and exploits the data of paper authors in two databases over a six-year period to provide evidence for the primary idea of FoF [4]. That research also shows the proportional relation between the probability of an author having new coauthors and the number of coauthors she already has. Jia et al. use an FoF algorithm as one of the three general principles to create a simple model that describes the growth of social media [5]. The friend recommendation system on Facebook, which gives a list of the “people you may know”, is also based on the FoF approach [35]. Tencent, one of the most popular social media websites in China, also mentions in their official help file that its recommendation system of the product ‘Quanzi’ is based on the ‘common neighbor’ algorithm [36].

With the continuous growth of social media, the primary Common-Neighbors model has provided for several improved algorithms, such as the Jaccard coefficient and Adamic/Adar. To prove that some factors perform better in the link prediction problem, Adamic and Adar introduced a new algorithm to calculate the similarity of two actors by analyzing text, in-links, out-links, and mailing lists on the homepages of social media [6]. The number of common friends between two actors can be used to evaluate the similarity.

Preferential attachment is another well-known model to describe the expansion of social media. Barabasi and Albert explain that a social media expands when new actors join in, and these new actors link preferentially to the old actors who already have more links [7]. Barabasi et al. (2001) study an 8-year period database of co-authorship information to find evidence of preferential attachment in the evolution of social media [8].

(2) Path-based method

Differing from the neighbor-based FoF approach, calculating the shortest path is the basic idea of path-based methods. Katz predicts the probability by the sum of all paths between two nodes. The shorter paths have more contribution than the longer paths in the link prediction [9].

Brin and Page introduce the PageRank algorithm as a key component of the Google search engine. It weights every element within a set by the link-in and link-out numbers, and then gives a rank of all of the elements [10], based on PageRank [11,12].

Jeh and Widom propose SimRank to measure the similarity of elements using the information of their relations. SimRank combines the features of FoF and the random walk algorithm, which is also used in the PageRank algorithm [13].

Yin proposes and evaluates a framework of LINKREC, which uses the information of network structure and actors’ attributes, based on the random walk with the restart algorithm [14].

3. Research methodology

3.1. Probability theory

Traditional FoF algorithms mainly utilize the information of the number of users’ friends. A potential problem of using additional users’ attributes is the increased computational cost due to the large number of users and user groups. We propose FRUTAI (Friend Recommendation with a User’s Total Attributes Information) to efficiently and effectively utilize additional information of users’ attributes with time complexity comparable to the traditional FoF algorithms.

**Definition 3.1. Probability with a User's Total Attributes Information**

A is a user in a social media and C is a friend candidate with the attributes \( \mathbf{x}_i \) \( i \in \{1, \ldots, m\} \). If each probability of \( C \)'s finite or countably infinite attributes \( \mathbf{x}_i \) in a social media network where \( C \) will be the friend of \( A \) is measurable, then the total probability that the candidate \( C \) will be the friend of the user \( A \) is defined as:

\[
P(A) = \sum_{i=1} P(A|\mathbf{x}_i)P(\mathbf{x}_i)
\]
3.2. Friend Recommendation with a User’s Total Attributes Information

For a friend recommendation system, an example of a candidate friend may be \(x = (x_1, x_2, \ldots, x_m)\), where \(x_i \in \{1, \ldots, m\}\) stands for the attributes of the candidate, such as gender, age, location, interest, and number of common neighbors, and these attributes may be independent or not. For example, young men may show strong interest in sports, so gender and age will actually have influence on the attribute of interest. However, Eq. (4) is defined under the condition that each user attribute is independent of the others. We argue that even if some of the attributes are not independent, we still can use Eq. (4) to calculate the total probability of friend recommendation under the strong independence assumption. The reason is that we do not use the calculated probability value to directly predict the chance that the candidate will really become a friend of a user in the future; we just use the probability values to select strong potential candidates. Our proposed friend recommendation system gives a user a list of candidate friends ranked by the probability values.

The advantage of decoupling class attributes using the strong independence assumption is that we can independently calculate each user attribute distribution quickly, and Eq. (4) can be easily extended to other social media networks that may have different sets of users’ attributes. Similar to the theory behind the naive independence assumption used in the successful naïve Bayesian classifier [23], dependence among users’ attributes may likely be canceled out, and the performance of our friend recommendation system could still be strong [37–39]. Our empirical results from a case study of a real-world social media strongly support this argument.

For each attribute, we can calculate the prior probability by the data of existing friends of a user. The relation between a candidate and a user can be only one of two types: a friend or not a friend. Let \(y\) indicate a binary variable that reflects the relation between the candidate and the user. If the candidate is a friend of the user, \(y = 1\); otherwise \(y = 0\). Consider \(x_i, (i \in \{1, \ldots, m\})\) as the attributes of the user, then the probability that the user will collaborate with the candidate is:

\[
P(y = 1|x) = 1 - \prod_{i=1}^{m} (1 - P(y = 1|x_i))
\]

In Eq. (5), \(m\) denotes the number of users’ attributes existing in a social media network. 

\[
P(y = 1|x) = 1 - \prod_{i=1}^{m} (1 - P(y = 1|x_i))
\]

The pseudocode of the recommendation algorithm FRUTAI is shown in Algorithm 1. In step 3, if calculating each \(P(x_i)\) costs time \(c\) and there are \(n\) attributes, the time complexity of step 3 is \(O(mn)\); in step 4, if calculating each \(P(x_i)\) costs time \(c\) and there are \(n\) attributes, the time complexity of step 4 is \(O(nm)\); in step 5, if calculating each \(P(x_i)\) costs time \(c\) and there are \(n\) attributes, the time complexity of step 5 is \(O(n \log n)\). The total time complexity of FRUTAI is \(O(2mn + n \log n)\).

<table>
<thead>
<tr>
<th>Table 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
</tr>
<tr>
<td>Male</td>
</tr>
<tr>
<td>Female</td>
</tr>
</tbody>
</table>

The result implies that candidate C has a greater chance of being a friend of user A in the future; hence, candidate C is ranked higher than candidate B in the recommendation list.

The algorithm is based on the friend-of-friend algorithm. All of the algorithms of this type limit the candidates to friends of friends, which can decrease the time complexity and have little influence on the accuracy of the recommendation result. We can see when the Common-Neighbor number decreases to 1, the probability of two people becoming friends tends to zero. In a social media network, the number of total users is uncertain, but the friends of friends are limited. This indicates that we can take the friends of friends as candidates to balance the time complexity and the accuracy of the recommendation result.

In a real-world social media network, there will be lots of users’ attributes, and the number of attributes will keep increasing along with the expansion of the social media network. This algorithm can be efficiently extended with the number of users’ attributes. When a new attribute is added, we just need to calculate the probability \(P(x_i)\) of this attribute using the information of a database and extend the equation.

**Algorithm 1.** FRUTAI (Friend Recommendation with a User’s Total Attributes Information)

1. **Input:** The database of friendship relations between users in a social media network; the database of the users’ attributes.
2. Construct the social media relation for a user. All of the user’s existing friends are \(V_x\), the set of persons in \(V_x\) who have already been friends of the user is \(V_x\); the set of the other persons in \(V_x\) will be the candidates for the friend recommendation system, and we mark it as \(V_x\).
3. 
4. 
5. 
6. **Return:** Top \(k\) of the sorted \(n\) candidates as the list of friend recommendation result.

3.3. Prior probability

To calculate the probability for each candidate, we need to know the prior probability \(P(x_i)\) of every attribute, which can be computed by the statistical result, including the information of all of the user’s existing friends (friends-of-friend) and the number of them that are already friends.
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friends of the user. Before we calculate the \( P(x_i) \) for each attribute, we will first discuss the type of users’ attributes. In a real-world social media network, all of the attributes can be divided into two types in this research based on the form of the \( P(x_i) \), the discrete variable, and the continuous variable. The attributes such as gender, location, etc., are the discrete variables; the attributes such as number of common neighbors between user and candidate, number of candidate’s friends, etc., are the continuous variables.

The discrete attributes may have several fixed variable values. By analyzing the information of all of the user’s existing friends \( V_i \) and counting the number of these friends-of-friend persons who are already friends of the user \( V_j \). A table will be generated that shows the relationship between each variable value and the percentage of the real friends in the total friends-of-friend number. When the probability of a candidate friend for an attribute is calculated, we check the table and find the prior probability with respect to the particular value of a user’s attribute. In addition, for different users in a real-world social media network, the \( P(x_i) \) value in their own tables will be different from the other users, and it shows the diversity of users’ motivation in choosing a friend. It makes the friend recommendation algorithm FRUTAI more accurate for individuals by analyzing the information.

\[
P(x) = P_i, \text{ if } x = x_i(i \in \{0, 1, \ldots, n\})
\]

Take gender, for example. A candidate can only be male or female; if the candidate is male, the gender information in the database is recorded as 1; otherwise 0, and \( x_{gender} \in \{0, 1\} \). Then, the prior probability table based on the candidate’s attribute of gender is shown as Table 3.

Different from discrete attributes, if we still calculate the probability separately for each user, the data size of \( V_i \) and \( V_j \) is so small after dividing by the number of variable numbers that it will absolutely reduce the accuracy of the recommendation result. Fortunately, these types of attributes always show an obvious trend between the variable values and \( P(x) \) according to the statistic result of a large amount of data. Although the users in a social media network have some characteristic attributes, this trend is always similar among those users. We can use all of the users’ information for this attribute to calculate a regression function \( F(x) \) of this common trend.

\[
P(x) = F(x)
\]

3.4. Appraisal procedure

To evaluate the performance of our proposed recommendation system (FRUTAI), we use three different measures: \( P@k \), MRR, and MAP.

\( P@k \) is a widely used method to evaluate the performance of information retrieval systems [14,16]. \( P@k = n/k \), where \( k \) is the number of people who are recommended by the system and \( n \) is the number of true friends in a recommendation list. \( P@k \) is used to evaluate the precision of the top \( k \) persons in the recommendation list. The limitation of \( P@k \) is that this measure focuses only on the precision of friend recommendation results but is insensitive to the rank of the \( k \) persons. For example, the accuracy of the first recommended person and the accuracy of the last one have equal contribution to the value of \( P@k \). Obviously, when we use the friend recommendation system in a real-world social media network, we always browse over the recommendation results from top to bottom. The ones on the top will have a greater chance of being noticed than the ones below. Only using \( P@k \) is not enough to reflect all of the hidden problems of the algorithms. In this paper, we choose 1, 2, 5, 10, 20, and 50 as the values of \( k \) to show the precision of the algorithms in different ranges of recommendation.

To address the limitation of \( P@k \), MRR is proposed [14]. MRR (mean reciprocal rank) is a measure of navigational searching or question answering, which focuses on the rank of the first correct one in the recommendation list. MRR is the average of reciprocal ranks of the first correct answer for a set of queries. In the field of friend recommendation, MRR is used to evaluate the accuracy of algorithms using the rank of the first correctly recommended person. The limitation of MRR is that it focuses only on the rank of the first correct result but ignores the other correct ones. Different from information retrieval, users of a real-world social media network may intend to find more than one person as a friend when using friend recommendation system, and thus all of the correctly recommended ones are relevant and useful to them. Thus, this measure is still not good enough to evaluate algorithms.

MAP (mean average precision) takes into account the rank of all of the correct answers in the response list of a query. MAP is the mean of the average precision values for a set of queries. In a recommendation system, the first people recommended are of great importance to users, and it may impact users’ satisfaction with the system. Although MAP is the most suitable measure for recommendation systems, the other two measures can also complement the measurement of the performance of algorithms. Hence we use all of the three methods to evaluate our proposed new FRUTAI system.
4. Empirical study

4.1. Data collection

To carry out experiments, we use a web crawler to collect user data from RenRen (http://www.renren.com) and store it in a database. RenRen is one of the most popular social media websites in China and has more than 200 million users. The information on RenRen can be divided into private information and public information. Public information is available to all users in RenRen. On the contrary, private information can be seen only by a user’s friends in RenRen. In our study, due to legal privacy issues, we use only the public information.

First, to start, we download the information of 240 users with their attributes. We define them as D1 nodes. Second, we extend to collect the information of 51,340 D2 nodes that are the friends of those 240 users. Third, we keep on collecting the data of the D2 users’ friends and we call them D3 nodes. There are 7,158,934 D3 in total. These nodes and the edges between them form a social media structure for our case study.

Two datasets are used in the experiments. Nodes’ attributes are stored in the first dataset, which contains 7 million users’ public information, which includes a user’s ID, name, gender, hometown, location, the number of friends, the number of public blogs or micro-blogs (similar to Twitter), whether a user sets up a barrier to prevent strangers from visiting the user’s homepage, whether a user pays for more privilege on the website (a premium user), whether a user binds his/her mobile-phone, etc. The second dataset stores friend relationships between users. The data samples are shown in Tables 6 and 7. In our datasets, we have more than 7 million users’ public information with their attributes. Of these 7 million users, more than 3 million users have filled in their province/state information, and Fig. 1 shows the statistics of this location information. We can see that the users are distributed among 34 provinces of China. The Jiangsu province has the largest number of users, which is over 305,000. Macao has the smallest number with 3000. The facial validity shows that the distribution is in line with the actual population of each province.

Fig. 1. The distribution of users’ location in RenRen. The users are distributed among 34 provinces of China. The facial validity shows that the distribution is in line with the actual population of each province.

Table 6 Examples of users’ public information dataset in RenRen. This dataset stores the user’s ID, name, gender, location, the number of existing friends, and the number of public blogs or micro-blogs (similar to Twitter).

<table>
<thead>
<tr>
<th>ID</th>
<th>ID1</th>
<th>ID2</th>
<th>ID3</th>
</tr>
</thead>
<tbody>
<tr>
<td>ID1</td>
<td>User1</td>
<td>User2</td>
<td>User3</td>
</tr>
<tr>
<td>Gender</td>
<td>Gender1</td>
<td>Gender2</td>
<td>Gender1</td>
</tr>
<tr>
<td>Province</td>
<td>Prov No.5</td>
<td>Prov No.3</td>
<td>Prov No.8</td>
</tr>
<tr>
<td>City</td>
<td>City No.23</td>
<td>City No.6</td>
<td>City No.57</td>
</tr>
<tr>
<td>nFriends</td>
<td>n1</td>
<td>n2</td>
<td>n3</td>
</tr>
<tr>
<td>nBlogs</td>
<td>m1</td>
<td>m2</td>
<td>m3</td>
</tr>
</tbody>
</table>

Table 7 Examples of users’ relations dataset in RenRen. This dataset stores friend relationships between users.

<table>
<thead>
<tr>
<th>User</th>
<th>Friend</th>
</tr>
</thead>
<tbody>
<tr>
<td>ID1</td>
<td>ID4</td>
</tr>
<tr>
<td>ID1</td>
<td>ID5</td>
</tr>
<tr>
<td>ID2</td>
<td>ID5</td>
</tr>
<tr>
<td>ID2</td>
<td>ID6</td>
</tr>
<tr>
<td>ID3</td>
<td>ID4</td>
</tr>
<tr>
<td>ID4</td>
<td>ID7</td>
</tr>
</tbody>
</table>

Fig. 2 shows the distribution of users’ gender. 283 thousand users are female, 303 thousand users are male, and 134 thousand users do not indicate their gender.

4.2. Evaluation

Using the collected data, we have evaluated FRUTAI system’s recommendation results against the other three commonly used FoF algorithms, which we mention in Section 2.3, Common-Neighbors, Jaccard’s coefficient and Adamic/Adar. We use k-fold cross validation to evaluate the result of the friend recommendation. First, we split the user’s friends into 10 partitions. We take nine partitions as the training dataset and one partition as the testing dataset. The prior probability for each attribute can be calculated from the information of the training dataset, just as we mentioned in Example 1 in Section 3.2. Second, we collect the friends of the training dataset as the candidates for the friend recommendation. For each candidate, we calculate the probability that he/she will become the friend of a user by Eq. (5). After that, we can obtain a rank of the probability, and the top 100 candidates are selected as the recommendation result for the user. This list will be compared with the testing dataset and three different measures, P@k, MRR, and MAP, will be used to evaluate the performance of our proposed recommendation system.
Table 8

<table>
<thead>
<tr>
<th>Candidate</th>
<th>Male</th>
<th>Female</th>
</tr>
</thead>
<tbody>
<tr>
<td>User</td>
<td>0.00881</td>
<td>0.00589</td>
</tr>
<tr>
<td>Male</td>
<td>0.00881</td>
<td>0.00519</td>
</tr>
</tbody>
</table>

(FRUTAI). Because we have 240 users in total, we will repeat the experiment 240 times and take the average numbers as the final results. In the k-fold cross validation, we calculate the prior probability for each attribute. Tables 8 and 9 show the average value of the prior probability of gender and location. It is not easy to note whether the homophily principle or the heterophily principle plays a more important role in gender. For the location information, it seems that homophily principle plays a leading role. For the traditional study, although the researchers have tried to distinguish the homophily and the heterophily principles for decades, there is still a conflict in prior research. It is not easy to design a recommendation system based on whether the homophily or the heterophily principles apply because there is no widely accepted conclusion.

The FRUTAI is a clever algorithm that can handle this problem. The FRUTAI considers that different users may have their own preferences of attributes. Take gender, for example. Some males prefer to make friends with males, and some prefer females. The FRUTAI collects the information of each user’s existing friends, calculates the prior probability of this attribute, and gives a personal recommendation result. Moreover, if the user’s preference changes, it will be reflected in the information that is collected, and the prior probability and the final recommendation result will change with it.

As depicted in Fig. 3, this method of handling the data collected at a time point is commonly used in the field of friend recommendation. A limitation of this evaluation method is that the friend recommendation results that are not in the set of the partition do not mean that they are wrong because some of them may be the potential friends of a user and will be added by the user as friends in the future. Therefore, we expect that the actual precision value of the algorithms would be higher than the value in the evaluation report.

First, we pick out all of the 240 users (D1). We randomly pick out one tenth of each D1’s friends (D2) as D2∗ and define the other nine tenths as D2. We try to give a friend recommendation list D3 for each D1 by using the information of D2∗. D2∗ is the friend recommendation target and will be compared with D3.

4.3. Results and discussion

The link prediction results are shown in Tables 10–12. Table 10 shows an overall result of the friend recommendation for the 240 D1 users in RenRen. We can see that FRUTAI performs the best in MAP (16.97%), and some P@N (76.92% precision at P@1, 50.17% precision at P@2, and 10.83% precision at P@100). Common-Neighbors and Adamic/Adar perform well too. Their MRRs are 40.51%/41.59%, precision at P@2, and 10.83% precision at P@100). Common-Neighbors and Adamic/Adar (friends ± 100), Higher scores (in bold) indicate better performance.

Table 11

<table>
<thead>
<tr>
<th>Candidate</th>
<th>Male</th>
<th>Female</th>
</tr>
</thead>
<tbody>
<tr>
<td>User</td>
<td>0.00511</td>
<td>0.00025</td>
</tr>
<tr>
<td>Male</td>
<td>0.00511</td>
<td>0.00025</td>
</tr>
</tbody>
</table>
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<tr>
<th>Candidate</th>
<th>Male</th>
<th>Female</th>
</tr>
</thead>
<tbody>
<tr>
<td>User</td>
<td>0.00511</td>
<td>0.00025</td>
</tr>
<tr>
<td>Male</td>
<td>0.00511</td>
<td>0.00025</td>
</tr>
</tbody>
</table>

Table 10

| Overall Precision, MRR (mean reciprocal rank) and MAP (mean average precision) results of algorithm comparison including FRUTAI, Common-Neighbors, Jaccard's coefficient, and Adamic/Adar. Higher scores (in bold) indicate better performance. |
|---|---|---|---|---|---|---|
| P@1 | P@2 | P@5 | P@10 | P@50 | P@100 | MRR | MAP |
| FRUTAI | 0.7692 | 0.5017 | 0.3897 | 0.2823 | 0.1719 | 0.1083 | 0.4121 | 0.1697 |
| CN | 0.6581 | 0.4957 | 0.3932 | 0.2908 | 0.1737 | 0.1083 | 0.4051 | 0.1624 |
| JAC | 0.5000 | 0.4171 | 0.3436 | 0.2675 | 0.1649 | 0.1069 | 0.3736 | 0.1340 |
| ADA | 0.6154 | 0.4744 | 0.3782 | 0.2812 | 0.1679 | 0.1076 | 0.4159 | 0.1597 |

Table 12

| Overall Precision, MRR (mean reciprocal rank) and MAP (mean average precision) results of algorithm comparison including FRUTAI, Common-Neighbors, Jaccard's coefficient, and Adamic/Adar. Higher scores (in bold) indicate better performance. |
|---|---|---|---|---|---|---|
| P@1 | P@2 | P@5 | P@10 | P@50 | P@100 | MRR | MAP |
| FRUTAI | 0.3390 | 0.1593 | 0.1000 | 0.0627 | 0.0295 | 0.0164 | 0.3287 | 0.2069 |
| CN | 0.4068 | 0.1627 | 0.1051 | 0.0636 | 0.0281 | 0.0158 | 0.2963 | 0.1739 |
| Jaccard | 0.3186 | 0.0610 | 0.0902 | 0.0305 | 0.0183 | 0.0112 | 0.1901 | 0.0997 |
| ADA | 0.2373 | 0.1288 | 0.0847 | 0.0576 | 0.0281 | 0.0169 | 0.3430 | 0.1530 |

Then, we divide the D1 users into two groups using the number of their friends, and repeat the experiments. Table 11 shows the result of the D1 users who have fewer than 100 friends. Table 12 shows the result of the D1 users who have more than 100 friends.

In Table 11, all of the results are worse than in Table 10, as expected. With less information of the user’s friends, it is difficult to recommend friends to a user by FoF methods. The FRUTAI has the best MAP (60.60%), P@50 (2.95%). The Common-Neighbors has the best P@1 (40.68%), P@2 (16.27%), P@5 (10.51%), and P@10 (6.36%). The result of Adamic/Adar is not as good as Common-Neighbors and FRUTAI, but is still comparable. The result of Jaccard’s coefficient is much worse than other two algorithms.

In Table 12, all of the results are better than Table 10. The Common-Neighbors beats the other three algorithms in most of the indices (MR 44.17%, P@5 49.03%, P@10 36.74%, P@50 22.29%, and P@100 13.95%). The result of FRUTAI is impressively outstanding on P@1 91.43% and P@2 61.71%. Because the top recommended person is always the first one browsed by a user, P@1 is the most important in P@k. The results of Adamic/Adar are comparable to FRUTAI and Common-Neighbors. Jaccard’s coefficient is still worse than the other three, but the gap is evidently narrowed from the values in Table 10.

Our extensive empirical studies have shown that (1) Overall, FRUTAI performs much better than the other algorithms. The performances of the Common-Neighbors and Adamic/Adar algorithms are better than Jaccard’s coefficient;

5. Conclusions

In this paper, we propose a new friend recommendation method and algorithm, FRUTAI, to enhance social media services and performances. We compare the newly proposed FRUTAI method/algorithm with other FOF algorithms using a real-world social media network. Our results show that FRUTAI performs best overall. Our study also finds out that the performance of all of these friend recommendation methods may depend on the number of a user’s existing friends. When the number of existing friends falls to less than 100, the result of jaccard’s coefficient may be unacceptable, and Adamic/Adar performs worse but is still acceptable. By contrast, Common-Neighbors and FRUTAI keep performing well. Furthermore, FRUTAI keeps its strong performance when the number of existing friends increases, while other algorithms may not be able to do so.

We have observed that the way of utilizing information is crucial for an algorithm. Adding extra information to an algorithm does not necessarily enhance the performance of an algorithm, unless the information is integrated properly. The Common-Neighbors algorithm utilizes only the number of common neighbors. Jaccard’s coefficient utilizes more information, including the number of common neighbors, the number of a user’s and the candidate’s friends. However, interestingly, it performs worse than the Common-Neighbors algorithm, perhaps because the three attribute numbers are integrated arbitrarily rather than properly. The Adamic/Adar algorithm also utilizes more information, including the number of friends of common neighbors. However, when the number of common friends is relatively low, introducing extra information to the algorithm may introduce too much noise; thus, the Adamic/Adar algorithm does not perform better than the Common-Neighbors algorithm. When the number of common neighbors is relatively high, the noise brought by the number of friends of common neighbors is diminished, thus Adamic/Adar algorithm performs better than Common-Neighbor algorithm. Compared with Adamic/Adar, FRUTAI efficiently utilizes users’ information. It can handle all of the user attributes flexibly in a social media network. The recommendation results can be enhanced with the increase of the number of user’s attributes.

The proposed FRUTAI is a generic friend recommendation method that has a flexible format that can be easily extended to adding the user’s additional important attributes when needed. This friend recommendation system may enhance social media providers’ performance by meeting the increasing demand of interaction between users. The friend recommendation system may also enhance the user loyalty to a social media network, which will impact the marketing position of the social media providers in the high competition of attracting more users.

There are limitations to this research. The first is that the proposed algorithm is based on an assumption of independent attributes. In future research, mechanisms of dependent attributes can be considered. The second research limitation is that the dataset used in this paper that comes from a single website. In future research, more datasets could be used to further validate the effectiveness of the proposed friend recommendation method/algorithm.
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