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Abstract—We study a new problem of learning from doubly-streaming data where both data volume and feature space increase over time. The problem is challenging because both data volume and feature space are increasing, to which existing online learning, online feature selection and streaming feature selection algorithms are inapplicable. We propose a new Sparse Trapezoidal Streaming Data mining algorithm (STSD) and its two variants which combine online learning and online feature selection to enable learning trapezoidal data streams with infinite training instances and features. Specifically, when new training instances carrying new features arrive, the classifier updates the existing features by following the passive-aggressive update rule used in online learning and updates the new features with the structural risk minimization principle. Feature sparsity is also introduced using the projected truncation techniques. Extensive experiments on the demonstrated UCI data sets show the performance of the proposed algorithms.

I. INTRODUCTION

Recently we have witnessed an increasing number of applications on doubly-streaming data where both data volume and data dimension increase with time. For example, in text clustering, both the number of documents and the text vocabulary may increase over time, such as the infinite vocabulary topic model [21] to allow the addition, invention and increased prominence of new terms to be captured. In graph node classification, both the number of graph nodes and the node features (e.g., the ego-network structure of a node) may change dynamically.

We refer to the above doubly-streaming data as trapezoidal data streams where data dynamically change in both volume and feature dimension. The problem of learning from trapezoidal data streams is obviously much more difficult than existing data stream mining and online learning problems. The main challenge of learning from trapezoidal data streams is how to design highly dynamic classifiers that can learn from increasing training data with an expanding feature space. Obviously, existing online learning [7], online feature selection [15] and streaming feature selection algorithms [17] cannot be directly used to handle the problem because they are not designed to deal with the simultaneous change of data volume and data dimension.

Online learning algorithms [8] were proposed to solve the problem where training instances arrive one by one but the feature space is fixed and known a priori before learning. The algorithms update classifiers using incoming instances and allow the sum of training loss gradually to be bounded [8]. To date, online learning algorithms, such as the Perceptron algorithm [10], the Passive Aggressive algorithm [2] and the Confidence-Weighted algorithm [3], are commonly used in data-driven optimization problems, but cannot be directly used to handle a dynamic feature space.

Online feature selection algorithms [8], [15] were proposed to perform feature selection in data streams where data arrive sequentially with a fixed feature space. Online feature selectors are only allowed to maintain a small number of active features for learning [15]. These algorithms use sparse strategies, such as feature truncation, to select representative features. Sparse online learning via truncated gradient [8] and the OFS algorithm [15] are typical algorithms. However, these algorithms cannot solve the trapezoidal data stream mining problem because they assume the feature space is fixed.

Online streaming feature selection algorithms [17] were proposed to select features in a dynamic feature space where features arrive continuously as streams. Each new feature is processed upon its arrival and the goal is to select a “best so far” set of features to train an efficient learning model. It, in some ways, can be seen as the dual problem of online learning [17]. Typical algorithms include the online streaming feature selection (OSFS) algorithm [16] and the fast-OSFS [17] algorithms. However, these algorithms consider only a fixed training set where the number of training instances is given in advance before learning.

In this paper, we propose a new Sparse Trapezoidal Streaming Data (STSD) algorithm and its two variants STSD-I and STSD-II for mining trapezoidal data streams. STSD and its variants combine online learning and online feature selection to continuously learn from trapezoidal data streams. Specifically, when new training instances carrying new features arrive, the classifier updates existing features by following the passive-aggressive update rule used in online learning and updates the new features by following the structural risk minimization principle. Then, feature sparsity is introduced by using the feature projected truncation techniques.

The contributions of this paper are summarized as follows:

1) We study a new problem of learning from trapezoidal data streams where training data change in both data volume and feature space;
2) We propose a new algorithm STSD and its two variants. They combine the merits of online learning and online feature selection to learn from trapezoidal data streams;
3) We empirically validate the performance of the algorithms on UCI data sets.

The remainder of this paper is organized as follows: Section 2 surveys the related work. Section 3 introduces the problem in its variants. Section 5 discusses experiment results and Section 6 concludes the paper.

II. RELATED WORK

Our work is closely related to online learning and online feature selection.

Online learning represents an important family of efficient and scalable data mining and machine learning algorithms for massive data analysis. In general, online learning algorithms can be grouped into two categories, the first-order and second-order learning algorithms [6].

The first-order online learning algorithms exploit first order information during update. The Perceptron algorithm [10] and Online Gradient Descent algorithm (OGD) [24] are two well-known first-order online learning methods. Moreover, a large number of first-order online learning algorithms have been proposed recently by following the criterion of maximum margin principle [15], such as the PA [2], ALMA [4], and ROMMA algorithms [4].

The second-order online learning algorithms, which can better explore the underlying structure between features [6] have been explored recently. Most second-order learning algorithms assume that the weight vector follows a Gaussian distribution. The model parameters, including both the mean vector and the covariance matrix, are updated in the online learning process [6]. The CW [3], and IELLIP [19], algorithms are representative of the second-order online learning algorithms.

Feature selection is a widely used technique for reducing dimensionality. Feature selection aims to select a small subset of features minimizing redundancy and maximizing relevance to the class label in classification. Training set is always labeled. Feature selection can be categorized into supervised [12], unsupervised [9] and semi-supervised feature selection [22] algorithms.

Supervised feature selection can be categorized into the filter models, wrapper models and embedded models [14]. The filter models separate feature selection from classifier learning so that the bias of a learning algorithm does not interact with the bias of a feature selection algorithm. The Relief [11], Fisher score, and Information Gain based methods [18] are the representative algorithms. The wrapper models use the predictive accuracy of a predetermined learning algorithm to determine the quality of selected features. The embedded methods aim to integrate feature selection into the model training process. It achieves model fitting and feature selection simultaneously [13]. The embedded methods are usually the fastest methods.

Unsupervised feature selection attempts to select features that preserve the original data similarity or manifold structures, and it is difficult to evaluate the relevance of features [14]. Laplacian Score [5], spectral feature selection [23], and the recently proposed $l_{2,1}$-norm regularized discriminative feature selection [20] are representatives of unsupervised feature selection. Semi-supervised feature selection is between the supervised methods and unsupervised methods. Under the assumption that labeled and unlabeled data are sampled from the same population generated by the target concept, semi-supervised feature selection makes use of both labeled and unlabeled data to estimate feature relevance [22].

Online feature selection [15] and sparse online learning [8] aim to learn a sparse linear classifier from a sequence of high-dimensional training instances. Online feature selection combines feature selection with online learning and resolves the feature selection in an online fashion by developing online classifiers that involve only a small and fixed number of features for classification. OFS and OFS\_P [15] are the representative algorithms proposed recently.

Online streaming feature selection algorithms have been studied recently [17] where features arrive one by one and training instances are available before the training process starts. The number of training instances remains fixed through the process [16]. The goal is to select a subset of features and train an appropriate model at each time step given the features observed so far.

Compared with the above learning methods, the problem studied in this paper is more challenging because of the doubly streaming data scenario. Existing online learning, online feature selection and online streaming feature selection algorithms are incapable of mining trapezoidal data streams.

III. PROBLEM SETTING

We consider the binary classification problem on trapezoidal data streams where both data volume and feature space increase simultaneously. Let $\{(x_t, y_t) | t = 1, \ldots, T\}$ be a sequence of input training data. Each $x_t \in \mathbb{R}^d_t$ is a $d_t$ dimension vector where $d_{t-1} \leq d_t$ and $y_t \in \{-1, +1\}$ for all $t$. On each round, the classifier uses information on a current instance to predict its label to be either $+1$ or $-1$. After the prediction is made, the true label of the instance is revealed and the algorithm suffers an instantaneous loss which reflects the degree of infelicity of the prediction. At the end of each round, the algorithm uses the newly obtained instance-label pair to improve its prediction rule for the rounds to come [2].

We restrict the discussion to a linear classifier which is based on a vector of weights $w$. The magnitude $|w \cdot x|$ is interpreted as the degree of confidence in the prediction. $w_t \in \mathbb{R}^{d_{t-1}}$ denotes the classifier, i.e., the weight vector in the algorithm at round $t$. $w_t$ has the same dimension of the instance $x_{t-1}$, and has either the same or less dimension as the current instance $x_t$. For the loss function, we choose the hinge loss. Specifically, $l(w, (x_t, y_t)) = \max\{0, 1-y_t(w \cdot x_t)\}$, where $w$ and $x_t$ are in the same dimension.

In our study, the ultimate dimension $d_T$ is very large, so we introduce feature selection into our mining algorithm. Formally, in each trial $t$, instead of using all features for
classification, we require the classifier \( w_t \in \mathbb{R}^{d_{w_t}} \) to have at most a proportion of \( B \) nonzero elements, i.e.,
\[
\| w_t \|_0 \leq B \cdot d_{w_t},
\]
where \( B \in [0, 1] \) is a predefined parameter that controls the proportion of features used in the algorithm.

We refer to this problem as the problem of learning from trapezoidal streaming data. The ultimate goal is to design an effective and efficient algorithm for trapezoidal streaming data.

IV. SPARSE TRAPEZOIDAL STREAMING DATA ALGORITHMS

In this section we present the Sparse Trapezoidal Streaming Data learning algorithm (STSD) and its two variants. There are two challenges to be addressed by the algorithms. The first challenge is to update the classifier with an augmenting feature space. The classifier update strategy is able to learn from new features. We build the update strategy based on the margin-maximum principle. The second challenge is to build a feature selection method to achieve a sparse but efficient model. As the dimension increases with time, it is essential to use feature selection to prune redundant features. We use a truncation strategy to obtain sparsity. Also, in order to improve the truncation, a projection step is introduced before the truncation.

Algorithm 1. The STSD algorithm and its two variants STSD-I and STSD-II

1: \[ \text{Input:} \]
   - \( C > 0 \): the tradeoff parameter
   - \( \lambda > 0 \): the regularization parameter
   - \( B \in (0, 1) \): the proportion of selected features

2: \[ \text{Initialize:} \]
   - \( w_1 = (0, \ldots, 0) \in \mathbb{R}^{d_1} \)

3: \[ \text{For } t = 1, 2, \ldots \text{ do} \]
4: \[ \text{receive instance: } x_t \in \mathbb{R}^{d_t} \]
5: \[ \text{predict: } \hat{y}_t = \text{sign}(w_t \cdot \Pi_{w_t} x_t) \]
6: \[ \text{receive correct label: } y_t \in \{+1, -1\} \]
7: \[ \text{suffer loss: } l_t = \max \{0, 1 - y_t (w_t \cdot \Pi_{w_t} x_t)\} \]
8: \[ \text{update step:} \]
9: \[ \text{set parameter: } \tau_t = \text{Parameter Set}(x_t, l_t, C) \]
10: \[ \text{(See Algorithm 2)} \]
11: \[ \text{update } w_t \text{ to } \tilde{w}_{t+1}: \]
12: \[ \tilde{w}_{t+1} = [w_t + \tau_t y_t \Pi_{w_t} x_t, \tau_t y_t \Pi_{w_t} x_t] \]
13: \[ \text{sparsity step:} \]
14: \[ \text{project } \tilde{w}_{t+1} \text{ to a } L_1 \text{ ball:} \]
15: \[ \hat{w}_{t+1} = \min \{1, \| \tilde{w}_{t+1} \|_1 \} \tilde{w}_{t+1} \]
16: \[ \text{truncation } \hat{w}_{t+1} \text{ to } l_{t+1}: \]
17: \[ w_{t+1} = \text{Truncate}(\hat{w}_{t+1}, B) \]
18: \[ \text{(See Algorithm 3)} \]
19: \[ \text{end for} \]

The pseudo-codes for the STSD algorithm and its two variants are given in Algorithms 1, 2 and 3 respectively (STSD-I and STSD-II are different to STSD in parameter \( \tau_t \) during updates). The vector \( w_1 \) is initialized to zero with dimension \( d_1 \), i.e., \( w_1 = (0, \ldots, 0) \in \mathbb{R}^{d_1} \) for all the three algorithms, where \( d_1 \) is the dimension of the first instance for each algorithm. Then, online learning is divided into the update step and the sparsity step.

Algorithm 2. \( \tau_t = \text{Parameter Set}(x_t, l_t, C) \)

1: \[ \text{if STSD:} \]
2: \[ \tau_t = \frac{l_t}{\| x_t \|^2} \]
3: \[ \text{else if STSD-I:} \]
4: \[ \tau_t = \min \{C, \frac{l_t}{\| x_t \|^2} \} \]
5: \[ \text{else if STSD-II:} \]
6: \[ \tau_t = \frac{l_t}{\| x_t \|^2 + \lambda} \]
7: \[ \text{end if} \]

Algorithm 3. \( w = \text{Truncate}(\tilde{w}, B) \)

1: \[ w \in \mathbb{R}^{d_w} \]
2: \[ \text{if } \| \tilde{w} \|_0 \geq B \cdot d_{\tilde{w}} \text{ then} \]
3: \[ w = \tilde{w}^B \]
4: \[ \tilde{w}^B \text{ is } \tilde{w}, \text{ and remain } \max \{1, \text{floor}(B \cdot d_{\tilde{w}})\} \]
5: \[ w \text{ is } \tilde{w}, \text{ and set others to zero, where} \]
6: \[ \text{floor}(x) \text{ is the largest integer smaller then } x. \]
7: \[ \text{else} \]
8: \[ w = \tilde{w} \]
9: \[ \text{end if} \]

The update strategy

The three algorithms are different in their update strategy. We first focus on the update strategy of the basic algorithm. At round \( t \), when the classifier \( w_t \in \mathbb{R}^{d_{t-1}} \), the new classifier \( w_{t+1} = [\tilde{w}_{t+1}, \hat{w}_{t+1}] \in \mathbb{R}^{d_t} \) is obtained as the solution to the constrained optimization problem in Eq. (2), where \( \tilde{w} = \Pi_{w_t} w_{t+1} \in \mathbb{R}^{d_t} \) represents a projection of the feature space from dimension \( d_t \) to dimension \( d_{t-1} \), and \( \hat{w} = \Pi_{w_t} w_{t+1} \in \mathbb{R}^{d_t-d_{t-1}} \) denotes new features that are in \( w_{t+1} \) but not in \( w_t \),
\[
\begin{align*}
\hat{w}_{t+1} &= [\tilde{w}_{t+1}, \hat{w}_{t+1}] \\
&= \arg\min_w \frac{1}{2} \| w - w_t \|^2 + \frac{1}{2} \| \hat{w} \|^2
\end{align*}
\]
where \( l_t = l(w, (x_t, y_t)) \) is the loss at round \( t \), which can be written as,
\[
l_t = l(w, (x_t, y_t)) = \max \{0, 1 - y_t (\tilde{w} \cdot \hat{x}_t) - y_t (\tilde{w} \cdot \hat{x}_t)\}.
\]
Note that \( \hat{x}_t \) and \( \hat{x}_t \) are similar to \( \tilde{w} \) and \( \hat{w} \) respectively.

In the above constrained optimization problem, if the existing classifier \( w_t \) predicts the right label with the current instance \( x_t \), i.e., \( l_t = \max \{0, 1 - y_t (w_t \cdot \hat{x}_t)\} = 0 \), then we can easily know that the optimal solution is \( \hat{w} = w_t, \tilde{w} = (0, \ldots, 0) \), that is, \( w_{t+1} = [w_t, 0, \ldots, 0] \).

On the other hand, if the existing classifier makes a wrong prediction, the algorithm forces the updated classifier to satisfy the constraint in Eq. (2). At the same time, it also forces \( \hat{w}_{t+1} \) close to \( w_t \) in order to inherit information and let \( \tilde{w}_{t+1} \) be small to minimize structural risk and avoid overfitting. The solution to Eq. (2) has a simple closed form,
\[
w_{t+1} = [w_t + \tau_t y_t \hat{x}_t, \tau_t y_t \hat{x}_t] \quad \text{where} \quad \tau_t = l_t/\| x_t \|^2
\]
We now discuss the derivation of the update strategy.

- In a case where the dimension of the new classifier does not change, i.e., \( d_t = d_{t-1} \), the problem degenerates to an online learning problem where \( \hat{w}_{t+1} \) disappears and \( w_{t+1} = \tilde{w}_{t+1} \).
In a case where \(d_t > d_{t-1}\) and \(l_t = 0\), then the optimal solution is \(\hat{w}_{t+1} = w_t\) and \(\hat{w}_{t+1} = (0, \ldots, 0)\).

In a case where \(d_t > d_{t-1}\) and \(l_t > 0\), then we solve Eq. (2) to obtain the solution.

To solve Eq. (2), we use the Lagrangian function and the Karush-Khun-Tucker conditions [1] on Eq.(2) and obtain

\[
L(w, \tau) = \frac{1}{2} \|\hat{w} - w_t\|^2 + \frac{1}{2} \|\hat{w}\|^2 + \tau(1 - y_t(\hat{w} \cdot \hat{x}_t) - y_t(\hat{w} \cdot \hat{x}))
\]

\[
\hat{w} = w_t + \tau y_t \hat{x}_t; \quad \hat{w} = \tau y_t \hat{x}_t
\]

where \(\tau\) is a Lagrange multiplier. Plugging the last two equations into the first one, taking the derivative of \(L(\tau)\) with respect to \(\tau\) and setting it to zero, we can obtain

\[
L(\tau) = -\frac{1}{2} \tau^2 \|\hat{x}_t\|^2 - \frac{1}{2} \tau^2 \|\hat{x}\|^2 + \tau - \tau y_t (w_t \cdot \hat{x})
\]

\[
\tau_t = \frac{1 - y_t(w_t \cdot \hat{x}_t)}{\|\hat{x}_t\|^2 - \|\hat{x}\|^2} = \frac{l_t}{\|\hat{x}_t\|^2}
\]

So, the update strategy is \(w_{t+1} = [w_t + \tau_t y_t \hat{x}_t, \tau_t y_t \hat{x}_t]\), where \(\tau_t = l_t/\|\hat{x}_t\|^2\). In addition, this update rule is also applied when \(l_t = 0\). So we can take it as a general update rule.

From Eq. (2), we can see that the update strategy of the STSD algorithm is rigorous because the new classifier needs to predict the current instance correctly. This may make the model sensitive to noise, especially label noise [2]. In order to avoid this drawback, we give two general updated variants of the STSD algorithm which use the soft-margin technique by introducing a slack variable \(\xi\) into the optimization problem. The first one is abbreviated as STSD-I. Its objective function scales linearly with \(\xi\), namely,

\[
w_{t+1} = \arg \min_{w = [\hat{x}, w]} \frac{1}{2} \|\hat{w} - w_t\|^2 + \frac{1}{2} \|\hat{w}\|^2 + C \xi
\]

The second one, STPA-II, is the same as STPA-I except that its objective function scales quadratically with the slack variable \(\xi\), i.e.,

\[
w_{t+1} = \arg \min_{w = [\hat{x}, w]} \frac{1}{2} \|\hat{w} - w_t\|^2 + \frac{1}{2} \|\hat{w}\|^2 + C \xi^2
\]

In these two optimization problems, parameter \(C\) is a positive number which is a tradeoff between rigidity and slackness. A larger value of \(C\) implies a more rigid update step.

The update strategy of STSD-I and STSD-II also shares the simple closed form \(w_{t+1} = [w_t + \tau_t y_T \hat{x}_t, \tau_t y_T \hat{x}_t]\), where

\[
\tau_t = \min\{C, \frac{l_t}{\|\hat{x}_t\|^2}\} (I) \quad \text{or} \quad \tau_t = \frac{l_t}{\|\hat{x}_t\|^2 + \frac{1}{\tau^2}} (II).
\]

The update strategies of STSD-I and STSD-II are similar to the STSD algorithm, so we omit their details due to space constraints.

The sparsity strategy

In many applications, the dimension of training instances increases rapidly and we need to select a relatively small number of features. As the dimension changes over time, but if only a fixed number of features are used in learning, the results are not always satisfactory.

In our study, we introduce a parameter to control the proportion of the features. For example, in each trial \(t\), the learner presents a classifier \(w_t \in \mathbb{R}^{d_{t-1}}\) to classify instance \(x_t \in \mathbb{R}^{d_t}\), where \(d_{t-1} \leq d_t\). After the update operation, a projection and a truncation are introduced to prune redundant features based on the parameter \(B\). Namely, we require the learner only retain at most a portion of \(B\) nonzero elements of \(w_t \in \mathbb{R}^{d_{t-1}}\), i.e. \(\|w_t\|_0 \leq B \cdot d_{t-1}\). Specifically, if the resulting classifier \(w_t\) has more than a portion of \(B\) nonzero elements, we will simply keep the portion of \(B\) elements in \(w_t\) with the largest absolute weights, as demonstrated in Algorithm 3. In this way, at most a portion of \(B\) features are used in the model and sparsity is introduced.

We introduce a projection step because one single truncation step does not work well. Although the truncation selects the \(B\) largest elements, this does not guarantee the numerical values of the unselected attributes are sufficiently small and may potentially lead to poor performance. When projecting a vector to an \(L_1\) ball, most of its numerical values are concentrated to its largest elements, and then removing the smallest elements will result in a small change to the original vector [15]. Specifically, the projection technique is,

\[
\hat{w}_{t+1} = \min\{1, \frac{\lambda}{\|\hat{w}_{t+1}\|_1}\} \hat{w}_{t+1},
\]

where \(\lambda\) is the a regularization parameter that is always positive.

V. Experiments

In this section, we describe our experiments to evaluate the performance of the proposed STSD algorithm and its two variants. We first evaluate the predictive performance of the three proposed algorithms, and analyse the relationship between classification accuracy, feature fraction parameter \(B\), and the tradeoff parameter \(C\) on several benchmark data sets. Then, we compare our approach with three benchmark algorithms. Also, we test the performance with an application on real-world website classification. The source codes are available online https://github.com/BlindReview/onlineLearning

A. Experiment I: Performance tests of the STSD algorithm and its variants

We present empirical results of the three algorithms on several benchmark data sets from the UCI repository.

1) Tested on UCI Data and Experimental Setup: We test the performance of the proposed algorithms on a number of publicly available benchmarking data sets. All the data sets can be downloaded from the UCI machine learning repository. Table I provides details of the data sets.

To compare fairly, all algorithms use the same experimental settings. We set the parameter \(B = 0.5\), i.e., the portion of
selected features is 50%. We set the tradeoff parameter $C$ to be 0.1 and the radius parameter $\lambda$ to be 30. For the special scenario of trapezoidal data streams, we assume that the first 10% of instances can access the first 10% of features, and the next 10% of instances can access the first 20% of features, so on so forth. After this, all experiments are conducted 20 times, each with a random permutation of the data set. All the experiment results are reported by an average over 20 runs.

Table I. THE UCI DATA SETS USED IN THE EXPERIMENTS

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Samples</th>
<th>Dimensions</th>
</tr>
</thead>
<tbody>
<tr>
<td>magic04</td>
<td>19020</td>
<td>10</td>
</tr>
<tr>
<td>german</td>
<td>1000</td>
<td>24</td>
</tr>
<tr>
<td>svmguide3</td>
<td>1234</td>
<td>21</td>
</tr>
<tr>
<td>splice</td>
<td>3175</td>
<td>60</td>
</tr>
<tr>
<td>spambase</td>
<td>4601</td>
<td>57</td>
</tr>
<tr>
<td>a8a</td>
<td>32561</td>
<td>123</td>
</tr>
</tbody>
</table>

2) Evaluation of Predictive Performance: Table II summarizes the online predictive performance of the compared algorithms with a fixed fraction of selected features (50 percent of all features) on six data sets. Several observations can be drawn from the results. First, we found that among the three algorithms, STSD using the most rigid update strategy has the highest error rate in five data sets except “svmguide3”. This shows that the gentle update strategy with a slack variable achieves better classifications by avoiding noise in the data sets. The reason for the failure of STSD-I in “svmguide3” is the unsuitable setting of the parameter $C$ (We just set a constant number to the parameter $C$ for all three algorithms and all six data sets without choosing the best one for each case). In fact, the difference is very small. Second, we found that in the six data sets, STSD-I and STSD-II achieve the best performance in three data sets. This shows that the two algorithms, using a gentle update strategy have similar performance.

Table II. EVALUATION OF THE AVERAGE NUMBER OF ERRORS BY STSD AND ITS VARIANTS ON THE SIX DATA SETS

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>magic04</th>
<th>svmguide3</th>
<th>german</th>
</tr>
</thead>
<tbody>
<tr>
<td>STSD</td>
<td>8051.3 ± 49.0</td>
<td>396.7 ± 15.8</td>
<td>415.9 ± 15.8</td>
</tr>
<tr>
<td>STSD-I</td>
<td>6732.3 ± 73.3</td>
<td>359.1 ± 42.9</td>
<td>366.9 ± 8.8</td>
</tr>
<tr>
<td>STSD-II</td>
<td>6924.5 ± 39.6</td>
<td>357.5 ± 26.9</td>
<td>366.9 ± 12.8</td>
</tr>
</tbody>
</table>

Algorithm | splice | spambase | a8a |
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>STSD</td>
<td>1314.6 ± 43.8</td>
<td>1182.1 ± 29.7</td>
<td>12673.5 ± 75.9</td>
</tr>
<tr>
<td>STSD-I</td>
<td>1243.7 ± 13.6</td>
<td>1004.5 ± 25.6</td>
<td>11204.7 ± 713.1</td>
</tr>
<tr>
<td>STSD-II</td>
<td>1238.8 ± 16.8</td>
<td>1013.2 ± 26.1</td>
<td>11317.2 ± 233.1</td>
</tr>
</tbody>
</table>

Fig. 1 shows the performance of the three algorithms under different $C$ values. From the results, we can see that there is always a parameter $C$ to force STSD-I and STSD-II to have less errors than STSD. The larger $C$ is, the closer the STSD-I algorithm to the STSD algorithm, because the parameter $\tau_1$ in STSD-I is the smaller one in $C$ or the parameter $\tau_2$ in the STSD algorithm. When $C$ is very large, STSD-I is reduced to STSD.

B. Experiment II: Comparisons with other algorithms

Due to the good performance of STSD-I, we use STSD-I as the representative of our three algorithms, and we compare the performance of the STSD-I algorithm with three benchmark algorithms.

The first benchmark is STSDI-all which is the same as STSD-I except that not only a portion of features is selected but all features are used. The second one is STSDI-rand which has the same update strategy but with randomly selected features. The third is STSDI-per which has the same sparsity strategy in selecting features but uses the Perceptron update strategy. The Perceptron update strategy is $u_{t+1} = [u_t + y_t x_t, y_t x_t]$ [10]. We again use the UCI data sets listed in Table I. The parameter settings and experimental settings are the same as in Experiments I.

Table III gives the average number of test errors by the four algorithms on the six data sets. First, we can observe that the more features, the number of errors by STSD-I is lower on average. We also observe that when $B = 0.8$, the performance of STSD-I is better than STSDI-all which can access all the features in most data sets. Although on some data sets, STSDI-all has a better performance than the STSD-I algorithm, the difference is not significant. When we use a small portion of features, we can see that STSD-I has a better performance. Second, the STSDI-rand algorithm randomly chooses a fixed portion of features and has the worst performance on all data sets. This further indicates that the sparsity strategy we introduce can improve the performance of the classifier significantly. Third, the STSDI-per algorithm which uses the Perceptron update strategy has higher error rates than the STSD-I algorithm on most data sets, demonstrating that our update strategy is better.

VI. CONCLUSIONS

This paper investigates a new problem of mining trapezoidal data streams where both data volume and feature space increase by time. We present new sparse trapezoidal streaming data mining algorithms as the solution. We also examine the empirical performance on UCI data sets. The encouraging results have shown that the proposed algorithms are effective for mining trapezoidal streaming data, and more efficient and scalable than batch-based algorithms.

Future work includes extending the proposed algorithms to real-world applications such as big dynamic network mining, and studying the multiclass classification and regression problems on trapezoidal data streams.
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Figure 1. The average number of errors w.r.t. parameter C.

Table III. AVERAGE TEST ERRORS MADE BY THE ALGORITHMS ON THE SIX DATA SETS W.R.T. SELECTED FEATURES $B$

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>magic04</th>
<th>svmguide3</th>
<th>german</th>
<th>splice</th>
<th>spambase</th>
<th>a8a</th>
</tr>
</thead>
<tbody>
<tr>
<td>STSD[I] B=0.2</td>
<td>13367.3±406.9</td>
<td>814.1±56.3</td>
<td>702.7±20.1</td>
<td>1284.3±38.1</td>
<td>1176.1±137.7</td>
<td>12379.1±3073.7</td>
</tr>
<tr>
<td>STSDI-all</td>
<td>6634.3±35.2</td>
<td>360.9±7.2</td>
<td>344.1±7.1</td>
<td>1236.1±29.5</td>
<td>983.6±21.7</td>
<td>10242.6±109.8</td>
</tr>
<tr>
<td>STSDI-rand</td>
<td>14101.8±53.3</td>
<td>919.3±11.3</td>
<td>739.3±11.2</td>
<td>1559.1±22.0</td>
<td>1930.7±38.1</td>
<td>15525.0±79.0</td>
</tr>
<tr>
<td>STSDI-per</td>
<td>13143.5±52.7</td>
<td>828.4±40.1</td>
<td>703.7±20.5</td>
<td>1300.6±41.5</td>
<td>1215.8±82.5</td>
<td>10047.7±1520.2</td>
</tr>
<tr>
<td>STSD-I B=0.5</td>
<td>6712.3±13.3</td>
<td>359.1±24.9</td>
<td>366.9±8.8</td>
<td>1243.7±27.0</td>
<td>1049.4±25.6</td>
<td>11204.7±713.1</td>
</tr>
<tr>
<td>STSDI-all</td>
<td>6634.3±35.2</td>
<td>360.9±7.2</td>
<td>344.1±7.1</td>
<td>1236.1±29.5</td>
<td>983.6±21.7</td>
<td>10242.6±109.8</td>
</tr>
<tr>
<td>STSDI-rand</td>
<td>8014.3±45.9</td>
<td>563.5±20.9</td>
<td>464.3±16.2</td>
<td>1519.9±35.6</td>
<td>1699.9±25.2</td>
<td>15766.6±93.8</td>
</tr>
<tr>
<td>STSDI-per</td>
<td>6921.1±64.6</td>
<td>362.6±52.3</td>
<td>368.7±16.4</td>
<td>1239.2±26.7</td>
<td>1014.1±28.2</td>
<td>11303.6±308.0</td>
</tr>
<tr>
<td>STSD-I B=0.8</td>
<td>6633.7±37.2</td>
<td>350.3±7.2</td>
<td>336.4±8.0</td>
<td>1255.2±27.1</td>
<td>980.8±20.6</td>
<td>10814.0±160.6</td>
</tr>
<tr>
<td>STSDI-all</td>
<td>6634.3±35.2</td>
<td>360.9±7.2</td>
<td>344.1±7.1</td>
<td>1236.1±29.5</td>
<td>983.6±21.7</td>
<td>10242.6±109.8</td>
</tr>
<tr>
<td>STSDI-rand</td>
<td>7785.2±34.2</td>
<td>490.8±19.8</td>
<td>402.8±11.9</td>
<td>1485.2±23.7</td>
<td>1490.7±19.2</td>
<td>14665.6±68.9</td>
</tr>
<tr>
<td>STSDI-per</td>
<td>6828.1±44.4</td>
<td>359.6±7.2</td>
<td>354.2±7.7</td>
<td>1238.5±26.6</td>
<td>991.0±21.0</td>
<td>11319.9±91.1</td>
</tr>
</tbody>
</table>