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Eye movements are certainly the most natural and repetitive movement of a human being. The most mundane activity, such as
watching television or reading a newspaper, involves this automatic activity which consists of shifting our gaze from one point
to another.

Identification of the components of eye movements (fixations and saccades) is an essential part in the analysis of visual
behavior because these types of movements provide the basic elements used by further investigations of human vision.

However, many of the algorithms that detect fixations present a number of problems. In this article, we present a new fixation
identification technique that is based on clustering of eye positions, using projections and projection aggregation applied to static
pictures. We also present a new method that computes dispersion of eye fixations in videos considering a multiuser environment.

To demonstrate the performance and usefulness of our approach we discuss our experimental work with two different appli-
cations: on fixed image and video.
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1. INTRODUCTION

Eye movements are certainly the most natural and repetitive movement of a human being. The most
mundane activity, like watching television or reading a newspaper, involves this automatic activity
which consists of shifting our gaze from one point to another.

Information obtained by tracking the gaze of users is of increasing interest for industry because it
represents the interests that users have for specific objects. One of the most important applications is in
marketing (the advertising of products or services as images, posters, newspaper advertising, pop-ups,
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videos, etc.), where the goal is to determine the areas of an image that attract the attention. Another
significant area of application is in ergonomic studies.

Estimating the efficacy of an advertising campaign or a web advertising effort was discussed in Cowen
et al. [2002] and Baccino and Colombi [2001]. However, relatively few results were published concerning
user behavior during video sessions. In 1964, the first study, discussed in Guba [1964], showed that a
person watching a movie shows a strong tendency for viewing the faces of the characters present in a
scene. This tendency persists even in the presence of strong distracting elements. More recently, Tosi
et al. [1992] have shown that during the viewing of fast-changing sequences of images, viewers have a
strong tendency of focusing on the center of the screen. In the same framework, Goldstein [2006], using
a group of 20 subjects watching several types of video clips, has shown that the gaze has the tendency
of focusing on the same spot and that this phenomenon varies with the age of the subjects. Starting
from this observation we have investigated the scattering of fixation points, using a study involving 30
participants and three types of videos.

We present in this article a system that detects eye fixations in static images and video. In static
pictures, the number of fixations is high. So, to interpret the eye fixations, which is the objective of
eye fixation detection, it is necessary to simplify/reduce them in a suitable form. The basic idea is
that we understand and better exploit eye fixations when they are represented in simple form. The
simplification consists of reducing noise and clustering the fixations that converge in the same region
of interest. In this case, we present a new method for extracting the gaze fixations-starting from points
captured from an eye-tracking system. In videos, the processing is different. Video is composed of a
high-number of frames. For example, three minutes of video is composed of 4500 frames; hence the
number of fixations per frame is limited compared to static pictures. In this case, we will not focus on
clustering of eye fixations robust to noise, but on the degree of fixation dispersion of several users. We
will focus also on the extraction of regions of interest in the frames, based on eye fixations. The limited
number of points in video frames give us the opportunity to deal with new problems that are much
harder to resolve in static pictures, namely the detection of eye fixations in a multiuser environment.

We begin by defining fixation points relative to saccades and then we present the state-of-art of
various methods for detecting saccades and fixations. We propose our fixation detection algorithm using
a clustering-by-projection algorithm. To demonstrate the performance and usefulness of our approach
we discuss our experimental work with two different applications: on fixed image and video. In the
second part of the article we present an application of our algorithm to the detection of gaze fixation
on video documents, which aims to analyze user behaviors of several individuals that watch short
advertising videos.

2. IDENTIFYING SACCADES AND FIXATIONS, RELATED WORKS

We use our eyes without worrying about the processes that underlie their good functioning. However,
these underlying mechanisms are very complex and constitute an entire psychomuscular complex.
The greater part of eye movements are realized involuntarily; they are very efficient and used very
frequently. They are the consequence of the enormous amount of visual information that surrounds
us, which compels us to select certain portions of our visual field in order to process the stimuli more
efficiently. Furthermore, eyes need movement since the physiology of the retina requires the eyes to
move constantly in order to obtain a clean image. This frequent movement of the eye is known as
saccadic movement.

During exploration of a scene or image, the eye has a tendency to remain fixated for a few milliseconds
on the most significant areas of an image; after that, the eye moves towards a new zone of interest.

The trajectory of the eye consists of fixation periods, interrupted by saccades that shift the eyes from
one area of interest to another (see Figure 1). The fixation periods, when the eye is almost stationary,
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Fig. 1. Eye fixations separated by saccades.

allow the brain to process information. Their duration θ ranges between 70 ms and several hundreds
[Poole et al. 2004; Rayner 1998].

During these saccades the brain does not have the time to process the images transmitted by the visual
system, and the quality of the image formed on the retina is deteriorated (see Ross and Burr [1994]
and [Banks and Anderson 1991]). Thus, the brain assigns a semantics to the image only during the eye
fixations. This implies that study of fixations is essential for the understanding and interpretation of
eye movements.

Most commercial systems provide horizontal and vertical coordinates of the point of regard (POR)
relative to the screen of a monitor. Thus, one obtains a sequence of points corresponding to the positions
of the eyes of an individual. These PORs correspond to triplets of the form 〈x, y , t〉 and reflect the eye
path. The eye path consists in eye fixations (having an important density of points) separated by large
spaces where only a few isolated points are present. The sequence of fixations and saccades is also
called scanpath.
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Algorithm 1. Velocity Threshold Algorithm

Input : Ep : EyePath composed of N points of regard
Vt : Velocity threshold parameter

Calculate point-to-point velocities for each point of Ep Label each point below V t as a fixation

point, otherwise as a saccade point

Collapse consecutive fixation points into fixation groups, removing saccade points Map each fixation

group to a fixation at the centroid of its points

Return fixations

Automatic identification of fixation and saccades is an essential part in the analysis of visual behavior.
Indeed, saccades and fixations are often used as basic knowledge for the many metrics that are used
for interpreting eye movements (number of fixations, saccades, duration of the first fixation, average
amplitude of saccades, etc.). Good surveys on this topic are Jacob and Karn [2004] and Poole et al.
[2004].

The most widespread identification technique is by computing the velocity of each point (defined as the
angular speed of the eye in degrees per second). The velocity of a point corresponds to the distance that
separates it from its predecessor or successor [Erkelens 1975]. Separation of points into fixations and
saccades is achieved by using a velocity threshold. Successive points labeled fixations are then grouped
into what can be considered as an eye fixation. Another threshold involving a minimal duration of a
fixation allows the elimination of insignificant groups.

The disadvantage of this approach is its lack of robustness and its behavior with respect to slow eye
movements. When the eye moves slowly, the algorithm has the tendency of grouping together a large

Algorithm 2. Dispersion Detection Algorithm

Input : Ep : EyePath composed of N points of regard
Di : Dispersion threshold

Du : Duration threshold
Variables : pri : the ith gaze point of Ep

F : a fixation group
for i = 0 to N do

while Duration(F)<Du do
F.add(pri)
i ← i + 1

end while
if Dispersion(F ) ≤ Di then
repeat

F.add(pri)
i ← i + 1

until Dispersion(F ) > Di
map F to the centroid of its points

end if
end for
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Algorithm 3. Minimum Spanning Tree Identification

Input : EyePath Ep consists of N gaze points
Edge ratio : Er
Edge standard deviation : Sd

Construct MST from eyepath using Prim’s algorithm

Find maximum branching depth for each MST point using depth-first search

Identify saccades as edges whose distances exceed predefined criteria

Compute parametric properties (μ, σ ) of local edges

EdgeLength
μ

> Er

Identifying edge as saccade if: and

EdgeLength > μ + Sd
Identify fixations as clusters of points not separated by saccades

Return fixations

number of PORs. Also, the choice of parameters is often difficult and requires experimental work for
determining the most appropriate values.

An extension of the velocity algorithm makes use of a hidden Markov model to obtain a more robust
classification [Salvucci and Golberg 2000]. However, the method requires the creation of a training set
in order to estimate the values of parameters, which makes it quite expensive.

Other algorithms that do not use velocities use the fact that fixation points tend to be close to each
other. In Widdel [1984] the auther uses an algorithm that identifies as fixations groups of points having
dispersion lower than a certain threshold. In the same reference the eye track is scanned by a window
of variable size that computes the dispersion of consecutive points. This window is expanded as long
as the dispersion of the points is lower than a certain parameter. This approach is useful for online
identification of eye fixations.

Finally, in Goldberg and Schryver [1995] a purely spatial approach is proposed, using a minimum
spanning tree (MST) of the set of points. This method allows maximization of the intercluster separation
by eliminating edges of the MST that exceed a certain length. This technique ignores the temporal
aspect of eye movements and confuses points that are closed spatially, but distant temporally. Its use
is recommended in the identification of areas of interest.

In Salvucci and Golberg [2000], the reader will find a comprehensive comparative study of identifi-
cation algorithms for identification of fixations and saccades.

Recently, a new method was proposed by Santella and DeCarlo [2004] that uses a procedure called
mean shift to group data. This is an iterative process that searches a local maximum in a d -dimensional
space by shifting each point of the space towards higher-density areas (the direction of the gradient) in
order to improve cluster separation until such movements involve a small number of points.

In Karsh and Breitenbach [1983] it is shown that the application of several algorithms for detect-
ing eye fixation can lead to totally divergent result interpretations. Also, the choice of parameters on
which the algorithms are based influences considerably the quality of identification of eye fixations.
In Goldberg and Wichansky [2003] the authors argue for an increased level of formalization in this
domain.
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Existing commercial systems propose automatic methods for detection of eye fixations. Unfortunately,
most suffer from a certain lack of transparency regarding the algorithms and from a strong dependency
on the choice of parameters [Lankford 2000]. Santella and DeCarlo [2004], have identified the following
criteria for a good clustering algorithm for fixation identification.

—Consistency. The algorithm should not depend on a random initialization.
—Robustness. Outliers should not influence the construction of the clusters.
—Moreover, the algorithm should not require the number of clusters as an input parameter.

Independent of the precision, flexibility, and robustness of the identification algorithm, the identifi-
cation of an eye fixation remains a relatively subjective problem. Thus, it is rather difficult to evaluate
the quality of an algorithm, and in most situations, this evaluation is based on comparing the results
of an algorithm with those provided by a “certified” observer.

The algorithm that we propose is based on aggregating clusters formed by unidimensional projections
of eye-tracking data. We begin by presenting the main ideas that underlie our algorithm, then describe
its implementation and present experimental results.

3. OUR APPROACH: PROJECTION CLUSTERING

Various data mining applications, including multimedia data mining, make use of clustering [Chaudri
et al. 2002; Zaı̈ane et al. 2002; Djeraba 2003]. Periodically, surveys or monographs [Jain et al. 1999; Jain
and Dubes 1988] are published that summarize progress made in developing new clustering methods
and applications.

Clustering in spaces with low dimensionality can be applied with rather high computational efficacy.
For example, in a unidimensional space it is easy to identify regions of high density of points by a simple
linear scan. With increased dimensionality the problem grows in complexity.

The notion of projected clustering was introduced by in Agrawal et al. [1998], who made the crucial
observation that points may cluster better in subspaces of lower dimensionality than in the entire space
R

n. They developed the Clique algorithm that works starting with low-dimensional subspaces towards
higher-dimensional ones. In Aggarwal et al. [1999] the authors focus on a technique to discover clusters
in small-dimensional subspaces, which is the focus of their Proclus algorithm. The theoretical support of
these techniques can be found in the Johnson-Lindenstrauss lemma [Johnson and Lindenstrauss 1984],
which asserts that a set of points in a high-dimensional Euclidean space can be projected into a low-
dimensional Euclidean such that the distance between any two points changes by only a factor of 1±ε for
ε ∈ (0, 1). Simplifications of the proof of this result have been obtained by Frankl and Maehara [1988]
and by Dasgupta and Gupta [1999]. An especially useful source is the monograph Vempala [2004].

The number of clusters is a given parameter in Proclus and the algorithm identifies these clusters, as
well as a set of dimensions associated with each cluster such that the points of the cluster are correlated
with these dimensions. Another contribution to projective clustering is Agarwal and Mustafa [2004],
where an objective function is introduced that takes into account a tradeoff between the dimension
of a subspace and the clustering error; an extension of k-means to projective clustering in arbitrary
subspaces is introduced.

We develop a specialized clustering algorithm for detecting eye fixations in data that results from
recording the position of the eyes of a person who examines fixed images.

Our approach is similar to the one adopted in Agrawal et al. [1998] in that we construct clusters
in low-dimensional spaces and then select those dimensions that can best help to identify clusters in
the original dataset. Our main contribution consists in choosing a random frame of reference for the
dataset and executing the projections on the subspaces that correspond to this randomly chosen axis.
We show that this process has a certain advantage over using the “natural” system of coordinates in
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that it diminishes the chance of the occultation phenomenon, which occurs when the projections of two
distinct clusters of data on a subspace are not disjoint. Static segmentation of images (regarded as
partitioning an image) into a number of regions that represent a meaningful part of the image can be
helped, as we show, by applying clustering techniques [Jain and Flynn 1996]. Our clustering algorithm
combines ideas from random projection techniques and density-based clustering. The distance between
points in R

n is the Euclidean distance. The proposed algorithm is applicable to numeric data, that is,
to data in R

n and involves projecting the data on a randomly chosen base. Then, histograms of the
unidimensional projections are combined to yield the locations of clusters in R

n.
Let S be a finite subset of R

n and let δ, γ be two positive real numbers. If C is a Borel subset of R
n,

let vol(C) the value of its Lebesgue measure, which we regard as its volume.
A (δ, γ )-clustering of S is a family κ = {C1, . . . , Cp} of nonempty subsets of R

n (the clusters of κ) which
satisfy the following conditions.

(1) The subsets of κ are pairwise disjoint.
(2) For every i, 1 ≤ i ≤ p, the density of the points of S in each of the sets Ci is larger than δ, that is,

|S ∩ Ci|
vol(Ci)

≥ δ.

(3) The fraction of points located outside the sets Ci is no larger than γ , that is,

|UNC(κ)|
|S| ≤ γ ,

where UNC(κ) = S − ⋃p
i=1 Ci is the set of unclustered points of S.

The classes of the clustering κ are the sets S ∩ Ci for 1 ≤ i ≤ p.
The second condition of the previous definition assures us that the point density in each of the sets

Ci is sufficiently large; the third condition limits the fraction of the points that are not clustered.
Identifying the clusters in a unidimensional manner is a process that can be accomplished in linear

time once the points of this space have been sorted (which of course requires O(n log n) time, where n
is the number of points). To this end we use an algorithm (described in Section 3) which constricts the
histogram of the distribution of the number of projected points.

If the projection of a bidimensional set K on, say, the x axis, is a cluster, then it is not possible to
conclude that K is a bidimensional cluster, since the points of K can be widely dispersed relative to the
y coordinate. However, if both projections of K are unidimensional clusters, then we can conclude that
K itself is a cluster.

Another difficulty may be created in which two distinct bidimensional clusters have unidimensional
projections on the x-axis or y-axis that overlap and create a single unidimensional cluster. We refer to
this phenomenon as x-, or y-occultation, respectively. If this occurs only with respect to one axis, then
the projection on the other axis can serve to separate the clusters.

We will see that, under some simplifying hypotheses, if the size of the clusters is relatively small
compared to the size of the whole image, then the probability of having occultations on both axes is
quite small.

Let C, D be two bidimensional clusters. We make the following simplifying assumptions:

(1) The centers of these clusters c = (x1, y1) and d = (x2, y2), respectively, are bidimensional indepen-
dent random variables uniformly distributed in the square [0, �].

(2) Each cluster is a square of side a.

An x-occultation Ox occurs if |x1 − x2| < a; similarly, a y-occultation Oy occurs if | y1 − y2| < a.
ACM Transactions on Multimedia Computing, Communications and Applications, Vol. 3, No. 4, Article 23, Publication date: December 2007.
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Fig. 2. Occurrence of an x-occultation Ox .

In turn, the components x1, x2 of c, d are independent random variables uniformly distributed in the
[0, �] interval. An x-occultation Ox occurs when |x1 − x2| < a (see Figure 2); thus, the probability of an
x-occultation can be easily see to be

P (Oi) = �2 − (� − a)2

�2
= 2a� − a2

�2
.

Consequently, assuming that Ox and Oy are independent, the probability that there is at least one
projection that shows no occultation is

P (Ōx ∪ Ō y ) = 1 − P (Ox ∩ Oy ) = 1 − P (Ox)P (Oy ) = 1 −
(a

�

)2 (
2 − a

�

)2
.

If a is less than 10% of � (a frequent situation in the image data we have analyzed), the probability of
having at least one occultation-free projection is at least 96%.

We propose an algorithm for clustering eye-tracking data that is based on clustering unidimensional
projections and on aggregating these projections. The purpose of the algorithm is to detect eye fixations
and saccades starting from data acquired during viewings of single fixed images.

Data obtained from tracking eye movements has a three-dimensional structure: two spatial dimen-
sions x1, x2 that reflect the position of the regarded point in the image, and one spatial coordinate
t.

The first phase of the algorithm consists of building the unidimensional clusters by projecting the
dataset on the axes of coordinates. Thus, we obtain for each axis a density histogram (see Figure 3). In
a second phase we combine the histograms to retrieve the bidimensional clusters (see Figure 4).

The second part of the algorithm improves the clustering by using two postprocessing procedures:
ε-expansion, and temporal slicing of the clusters based on the t-component of the data points.

In the example presented in Figures 3 and 4, the projections on the x and y axes have three peaks.
The combination of these histograms indicates that we need to explore nine regions (shown in dark
gray in the figure) that may have high densities of points.
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Fig. 3. Density histograms of projections.

Fig. 4. Combination of histograms.

At the end of this clustering phase, our algorithm yields a number k of clusters that correspond to
areas where point densities are important. The asymptotic cost of our algorithm is O(n log n), where n
is the number of points. This time is determined by the need for sorting the projections of the points on
the two axes.

This second phase of the algorithm, involving the postprocessing techniques of ε-expansion and time-
slicing, allows the improvement of the quality of the clustering. The postprocessing techniques do not
affect the asymptotic cost of the algorithm.

During the first part of the algorithm our dataset is divided in k classes that are automatically
determined. The combination of several intervals allows us to determine areas of high density; however,
outside points located near these areas of high density are not captured by the clustering process. It is
quite possible that some of these points belong effectively to some of the clusters, but are located at the
outside limit of the intervals obtained in the first phase. This suggests that a secondary process that
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attempts to capture these points may help improve the quality of the clustering, and this is indeed the
case.

The first postprocessing algorithm, called ε-expansion, attempts to expand by a factor ε the minimal
rectangle M BR(C) that includes a cluster C. Suppose that

MBH(C) = [a1, b1] × [a2, b2].

The density of C is defined as the number

dens(C) = |C|
vol(MBH(C))

.

An ε-expansion of C is the set Cε = C ∪ Lε , where

Lε = UNC(κ) ∩ (
[a1 − |a1|ε, b1 + |b1|ε] × [a2 − |a2|ε, b2 + |b2|ε]

)
.

If Cε
i ∩ Cε

j 
= ∅, then we assign the points of Kε to the cluster that has the larger density among the
clusters Cε

i or to Cε
j .

This algorithm increases the minimum bounding rectangle of a cluster by a fraction ε and determines
whether the unclassified points located in the expanded region belong to the cluster. If new points are
added to the cluster in sufficient number, the minimum bounding rectangle is recomputed and a new
extension is attempted. Points left unaffiliated with a cluster after this phase are considered as “noise.”

The temporal dimension is important for detecting eye fixations. Recall the definition given in Sec-
tion 1 of the minimal time θ of an eye fixation. Choosing θ = 150 ms plays an important role in the
second, “time-slicing” phase of the algorithm. This second phase consists mainly in the following steps:

—Points that belong to the same cluster may not be separated in time by more than θ , or the cluster
will be split.

—The new classes must last more than θ to avoid being considered as “noise.”

It is possible to use a three-dimensional variant of our algorithm by including the temporal dimension
in the clustering process and combining the histograms that correspond to the spatial projections with
the histogram of the temporal projection. However, the distribution of the temporal projection is rather
homogeneous. The regions of low density correspond to the loss of eye contact with the tracking device
during the viewing session; these regions are rather short and contain little information.

4. OUR APPROACH FOR STATIC PICTURES

4.1 Experimental Setup and Procedure

To measure the quality of our method we established the following experimental protocol.
Five subjects whose ages were, on average, 25 years (± 5ans) volunteered for this experiment. They

had no special vision problems. Each subject was required to view in a natural manner images displayed
on a monitor. Each recording session consisted of 20 images divided into four categories (sport, art,
landscape, and advertisements). To avoid visual boredom, each image was displayed for 10 s, totalling
slightly more than 3 m for each subject.

During data recording, all 20 images were presented one after the other on the screen, separated
in time by a black image displayed for 1/2 s. Eye movements were recorded monocularly with an Eye-
Response Erica eye-tracking system associated with gazeTracker software. The sampling gaze of the
Erica system is 60 Hz with a gaze position accuracy of 0.5◦. Prior to each recording, a 16-point spatial
calibration was performed.
ACM Transactions on Multimedia Computing, Communications and Applications, Vol. 3, No. 4, Article 23, Publication date: December 2007.



Detecting Eye Fixations by Projection Clustering • 23:11

Fig. 5. Eye tracking on a fixed image.

4.2 Data Analysis and Results

We present in this section the results obtained by our projection technique for detection of saccades and
eye fixations from a viewer of a fixed image. An image was displayed for about 10 s, and the camera
recorded data at a rate of 60 Hz (every 17 ms) for a normal usage. This yields between 600 and 700
viewing points per image. Figure 5 shows the viewing points of a user in chronological order.

To be able to compare various methods of detection of saccades and eye fixations, we have added
saccade-like data with a noise-generating algorithm. This algorithm entails several phases, given as
follows:

—store chronologically consecutive points covering the longest trajectories; and
—randomly create noise points between consecutive points and maintain a minimal distance to the

first type of points.

Thus, we generate noise about equivalent to 10% of the number of real eye positions which we include
in the dataset.

Figure 6 shows the set of viewing points in yellow, with the noisy data added by our algorithm shown
in red on the same image.

Figure 7 represents fixation points by small colored squares and saccades with black crosses placed
on the positions of the eye. This allows us to validate visually the quality of our classification.

The use of an algorithm for synthesizing saccades allows us to use several customary measures that
are popular in evaluation of classifiers. The terms are described in Table I (see Tan et al. [2006, p.
549]).
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Fig. 6. Example of eye tracking on a fixed image with noise added.

The precision and recall are given by

Precision = TP
TP + FP

and

Recall = TP
TP + FN

.

In Table II, F1 is the harmonic average of the precision and recall. In the table we show the averages
of the values obtained in experiments involving our approach and three other algorithms (minimal
spanning tree, dispersion, and velocity-based algorithms). Our results show that the proposed method
efficiently retrieves the eye fixation; we miss some saccades compared to other algorithms, but we lose
less information that concerns eye fixations.

5. OUR APPROACH IN VIDEO DOCUMENTS

A video consists of a sequence of images (called frames) that are shown at a certain frame rate (see
Figure 8). The perception of fluidity of the video presentation depends on the value of this parameter.
The most common value of the frame rate is 25 Hz, which means 25 frames per second. Starting from
the frame rate, it is possible to determine the frame shown at time t, which allows us to find the frame on
which the point of regard is located. The usage of frames imposes a temporal discretization of the video
document. By studying the position of the eye gaze in a given frame, we insure temporal consistency of
position of the gaze points of several individuals, which allows comparisons between these points. The
ACM Transactions on Multimedia Computing, Communications and Applications, Vol. 3, No. 4, Article 23, Publication date: December 2007.
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Fig. 7. The results of our classification algorithm on a fixed image.

Table I. Definitions and Results of the
Contingency Table

True Positive (TP) Fixations well identified
False Positives (FP) Saccades misidentified
True Negative (TN) Saccades well identified
False Negative (FN) Fixations misidentified

Table II. Contingeny Tables Comparing Our Algorithm with Other
Algorithms

Algorithm TP FP TN FN Precision Recall F1
MST 0.867 0.038 0.008 0.086 0.957 0.909 0.932
Dispersion 0.803 0.046 0.0 0.150 0.944 0.842 0.889
Velocity 0.846 0.046 0.0002 0.106 0.947 0.887 0.915
Our method 0.873 0.038 0.007 0.079 0.957 0.916 0.935

sampling rate of the eye-tracking system that we use allows us to obtain between 2 and 10 gaze points
per frame.

In Gulliver and Ghinea [2004] the authors compute the centroide of a set of points such that the
trajectory of a user’s gaze on a video consists of one point per frame. The goal of this work is to compute
the average trajectory of a group of users. This allows superimposition of the gaze points on their
corresponding frames and the visualization of areas that attracted the attention of the viewers (see
Figure 9).
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key frames

video
frames

video shots

Fig. 8. Decomposition of a video sequence.

Fig. 9. Superimposed points of regard in video frames.

5.1 Dispersion of Points of Regard Set

In this section we apply a technique proposed in Goldstein [2006] for measuring the dispersion of the
set of points of regard on a frame. Our goal is to visualize the evolution of the dispersion of user regards,
depending on the content of the video. This allows the determination of key parts of the video documents,
when the gazes are concentrated on small areas.

There is a large number of numerical criteria allowing the evaluation of the dispersion on a set X of
objects in a given space. The choice of a particular criterion depends on the type of data that is under
study and on the goal of the study. In our case, we deal with two-dimensional space and the objects are
the points of regard. In Crossland and Rubin [2002] the authors use a measure based on the “bivariate
contour ellipse area.” This measure evaluates the area of an ellipse, including a certain percentage of
the points of the initial set, as

BVCEA = 2kπσHσV (1 − ρ2)1/2.
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Fig. 10. Only points of regard tagged as fixations (horizontal line) are used in dispersion calculus; saccades (dotted line) are
removed.

Here σh is the standard deviation of the point locations over the horizontal meridian, σh is the standard
deviation of the point locations over the vertical meridian, and ρ is the correlation coefficient of the
horizontal and vertical values. The k parameter of the BVCEA determines the enclosure of the ellipse.
In Goldstein [2006] the value of k is set to 1, for which 63% of the points are enclosed by the ellipse.
Calculation of the BVCEA does not require that an ellipse be fitted to all gaze points.

However, this measure of dispersion is very sensitive to outliers; indeed, a small number of scat-
tered points may cause a significant increase of the area of the ellipse. Thus, this measure requires
preprocessing the data in order to eliminate outliers. Furthermore, if the set of points possesses strong
segmentation in several subsets, then the BVCEA does not at all reflect the dispersion of the points of
regard. Starting from these observations, we propose to use the Gini coefficient to better quantify the
degree of concentration (or dispersion) of the set of points of regard that are present in a frame.

The Gini coefficient was initially used for studying the distribution of income levels in an economy.
To compute this coefficient for the set of points of regard, we partition the frame into pq rectangular
cells. If the cell (i, j ) contains nij points, then the Gini coefficient is computed as

Gini = 1 −
p∑

i=1

q∑
j=1

n2
i j

n2
,

where n = ∑p
i=1

∑q
j=1 n2

i j is the total number of points. The value of the Gini coefficient is a number in
the interval [0, 1). A value close to 1 indicates a strong dispersion of points; small values close to 0 occur
when there is a strong concentration of points. Only those points of regard determined to be fixations
by the algorithm discussed in Section 3 are taken into account in the computation of the dispersion.

5.2 Experimental Setup and Procedure

The choice of videos in our experiments is significant because the contents of these videos influence the
visual behavior of the subjects, and therefore the information that we will extract from the experiments.
Our initial experiments involved three videos.

This choice is motivated by the time availability of our subjects and by the fact that a large number
of videos will generate user fatigue which would impact the quality of our experiments. The order of
presentation of the videos is randomly chosen for each user.

We used three criteria in our choice for the videos, detailed next.

(1) The similarity of the quality of the videos is intended to reduce or eliminate user bias.
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Fig. 11. Measurements performed on three video types.

(2) A second criterion is the duration of the video sequences. We have limited the total duration to 3 m
in order to avoid visual fatigue. Moreover, since the visualization constraints are relatively strong,
the probability that the regard of the subject leaves the field of the camera increases strongly with
increase in length of the video.

(3) Finally, the most important criterion is the content of the sequences. The objective of this experiment
is to validate our measure of similarity. This requires videos with very different contents such that
there are real disparities at the level of the regard trajectories.

We chose the following videos:

—the movie trailer for Star Wars (the third episode);
—an advertisement for a famous cola drink; and
—a fragment of an air show.

The Movie Trailer. This trailer consists of very short sequences with many moving objects. The slower
sequences often signal an important moment of the trailer (initial title, dialog between two characters,
etc.). There are many distracting elements.1 We conjecture that such a video will produce regard tra-
jectories that are specific to each subject. The duration of the video is 55 s.

The Air Show. This clip shows a famous American fighter plane that performs several flying maneu-
vres. This video is relatively slow and most of the frames consist of a single element that may attract
the attention of the viewers. This type of content suggests that the regards of the users will tend to
converge towards the same area. The duration is 24 s.

The Advertising. The video advertisement is a good compromise between the preceding two videos.
The sequences are rather short and proceed in rapid succeession; however, the movements of the objects
in view of the camera are rather few. In this video we felt it would be interesting to examine the timing
of occurrences of the product advertised in the image. The duration is 54 s.

Our study involved 26 participants between 22 and 65 years of age, most of whom were engineering
school members and computer literate. As in the first experiment, eye movements were recorded with
an Erica eye-tracking system.

5.3 Data Analysis and Results

We recorded the eye movements of 26 participants using the three videos, which yielded 78 datasets.
This yielded about 10, 5000 regard points. For each of the eye trackings we applied our projection
clustering technique in order to identify eye fixations and saccades.

1that is, objets that are likely to attract the regard of the viewer.
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Fig. 12. Extraction of video sequences starting from the dispersion histogram.

Since no cognitive process is possible during a saccade, we have chosen to ignore the points identified
as saccades in the evaluation of the dispersion. For each of the 26 eye trackings corresponding to a
video, we assigned each fixation point to a frame (corresponding to the time code of the point; refer to
Section 5).

We computed the BVCEA measure and Gini index for each frame of the three videos. By tracing
the evolution of these measures, it is possible to detect those scenes where the regards of the subjects
are concentrated on a small zone. Because of the data acquisition conditions and tracking losses of the
system, the number of points on each frame is not constant (see Figure 10). To alleviate this problem
we considered only the frames that contain at least 21 points of regard (out of 26 possible ones). The
set of accepted frames represents 91% of the total number of frames.

The results indicate that the content of a video has a real impact on the visual behavior of the sub-
jects. The advertising histogram shows that periods of small dispersion values correspond in general
to precise time periods of the video (see Figure 12). We also observe a small dispersion when the adver-
tised object appears in the large plan, or when at the end of the advertising spot the logo of the brand
appears. A similar phenomenon is observed in the clip of the air show; when the aircraft flies alone, the
totality of regards are fixated on this object. In the movie trailer, one observes a weak dispersion at the
beginning and end of the clip, when the production company logo and date of film release are shown.

The structure of the diagrams seems to show that the pics of the divergency often correspond to
changes of plan. These sudden changes have the tendency to distract the gaze of the subjects; after
several milliseconds (and the time needed to assimilate the new content), the gaze is repositioned on a
precise area of the scene.

Although the two histograms seem rather distinct, close examination reveals certain similarities.
The correlation coefficient between the two sequences is 0.74. However, the Gini coefficient seems to be
less sensitive than BVCEA to the segmentation of the set of points.

5.4 Extraction of Region of Interest

Our algorithms for extracting fixation points can be used in several applications. We discuss here two
of them.

We used a segmentation algorithm for images on the set of images of the advertising video. In
Figure 15 we show the image with the regard fixation points, the segmented image, and finally the
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Fig. 13. The histogram of the dispersion computed by using the Gini index.

Fig. 14. Histogram of dispersion with BVCEA.

Fig. 15. Extraction of relevant objets of a video using the points of regard.

reconstructed image starting from the segments that contain fixation points. It is next possible to re-
construct the entire video in order to determine the areas of interest in the video. Information obtained
in this manner can be a powerful analytic marketing tool.

Another possible application is the summarization of videos by combining various pieces of infor-
mation: areas of interest of an image (established by using the points of regard), the key images of a
video, and the dispersion of points of regard. These summaries may serve afterwards for the indexation
of video databases and allow fast access to interesting videos during the searches performed on these
databases.

6. DISCUSSION AND FUTURE WORK

In this article, we presented a new method for static pictures that detects eye fixations in a simplified
form. The method is a clustering of eye positions using projections and projection aggregation. We
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showed how this method is efficient in dealing with eye fixations as multidimensional information. We
also presented a method for videos that estimates the degree of dispersion of eye fixations in a multiuser
environment.

We will extend our algorithm to detect saccades and fixations in the context of spatial viewings.
This will require separate detection of movements of both eyes and aggregation of the results. Another
direction of investigation will be the development of an incremental detection algorithm that will be
capable of detecting online fixations and saccades.
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