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Abstract

Visual motion analysis has focused on decomposing image sequences into their component
features. There has been little success at re-combining those features into moving objects.
Here, a novel model of attentive visual motion processing is presented that addresses both
decomposition of the signal into constituent features as well as the re-combination, or binding,
of those features into wholes. A new feed-forward motion-processing pyramid is presented
motivated by the neurobiology of primate motion processes. On this structure the Selective
Tuning (ST) model for visual attention is demonstrated. There are three main contributions:
(1) a new feed-forward motion processing hierarchy, the first to include a multi-level decom-
position with local spatial derivatives of velocity; (2) examples of how ST operates on this hier-
archy to attend to motion and to localize and label motion patterns; and (3) a new solution to
the feature binding problem sufficient for grouping motion features into coherent object
motion. Binding is accomplished using a top-down selection mechanism that does not depend
on a single location-based saliency representation.
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1. Introduction

The Selective Tuning model is a proposal for the explanation at the computa-
tional and behavioral levels of visual attention in humans and primates. Key
characteristics of the model, all previously detailed in [1,2] include: (1) a top-down
coarse-to-fine winner-take-all (WTA) selection process, (2) a unique WTA formula-
tion with provable convergence properties, (3) a WTA that is based on region rather
than point selection, (4) a task-relevant inhibitory bias mechanism, (5) selective inhi-
bition in both spatial and feature dimensions for elimination of signal interference
that leads to a suppressive surround for attended items, and (6) a task-specific exec-
utive controller. These characteristics lead to an extensive set of biological predic-
tions many of which have now been supported by experiment. The bulk of the
paper will focus on attention to visual motion. Past work will be summarized show-
ing how this is not a well-studied issue. A new model of motion processing is present-
ed and it is demonstrated how ST operates on this representation, with no changes to
its previously described definition. In this way three points are made: first, that the
weaknesses of previous demonstrations of ST have been remedied; second, that the
original statement of ST has generality for a wide variety of visual processing repre-
sentations; and third, examples of how feature binding can be solved using ST for
complex motion patterns.

It had been suggested that previous demonstrations of the Selective Tuning mod-
el were neither biologically plausible nor very useful. In order to demonstrate that
ST can indeed operate with realistic representations, the motion domain is chosen
because enough is known about motion processing to enable a reasonable attempt
at defining the feed-forward pyramid. Moreover, the effort is unique because it
seems that no past model has presented a motion hierarchy plus attention to mo-
tion [3-12].

The layout of the remainder of this presentation is as follows. The next section
will detail the feed-forward motion-processing network. Earlier versions of this net-
work appear in [13,14]. Following this, an overview of ST is provided because this
structure is imposed upon the feed-forward network. ST has been detailed several
times in the past; here only a brief presentation is given and the reader is referred
to [1,15,2,16-18] for further details. Section 4 will show several examples of the oper-
ation of the entire network including feed-forward and feedback components as well
as a new solution to the feature-binding problem. A concluding discussion rounds
out the paper.

2. Feed-forward motion processes

The motion representations and processes that are modeled are informed by cur-
rent knowledge of motion analysis in the primate cortex. Although the literature is
large on the topic, selected experimental observations are used here in order to sim-
plify the models. It is generally accepted that motion processing in the monkey cor-
tex goes through a series of stages, with neural representations in areas V1, MT,
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MST, and 7a each providing input for the next [19]. Each of the areas specializes in
particular kinds of motions, that is, contains populations of neurons specialized for
certain motion features, generally from simple to more complex and with smaller to
larger receptive fields higher up in the hierarchy. These different neural properties
will be outlined throughout this section, with one sub-section devoted to each area.

The model aims to explain how a hierarchical feed-forward network consisting of
multiple neural populations in the cortical areas V1, MT, MST, and 7a of primates
detects and represents different kinds of motion patterns. At best, it is a first-order
motion model with much elaboration left for future work. Indeed, some previous
motion models cited earlier offer better sophistication at one or another level of pro-
cessing; however, none cover all these levels and incorporate selective attention
processes.

2.1. The feed-forward motion pyramid

The first component of the motion analysis process is a feed-forward (data-driven)
one. The goal is to define a set of processing stages for areas V1, MT, MST, and 7a,
corresponding to the areas of the motion processing hierarchy in macaque monkey
[19], that conform to the basic properties observed in neural populations in those
areas [20-29]. A very brief characterization of the processing levels follows:

e Cells in striate area V1 are selective for a particular local speed and direction of
motion in at least three main speed ranges.

e Cells in area MT are of two kinds. One kind is tuned for a particular local speed
and direction of movement, similar to direction and speed selective cells in V1 but
with larger receptive fields. The second kind is selective for a particular angle
between local movement direction and spatial velocity gradient.

e Cells in area MST are tuned to complex motion patterns: expand or approach,
contract or recede, clockwise or counter-clockwise rotation, and combinations
of these, and translation but with even larger receptive fields.

e Cells in area 7a code four different types of patterns: translation and spiral motion
as in MST, full field rotation (regardless of direction), and radial motion (expan-
sion or contraction), within the largest receptive fields.

There is no claim that these are necessarily the only neural populations within
each area in primates; these are simply the only ones modeled here.

The model includes neurons in the areas V1 (referred to as VF, ,; and VI, ;), MT
(referred to as MT, ,; and MG, 5 ,.;), MST (referred to as ST, ,; and SS; ), and 7a
(referred to as AT, ; ASs,: ART,; and ARD, ;). A number of parameters and
numerical constraints have been set with guidance from the literature available or
by reasonable estimations otherwise.

Fig. 1 depicts the full motion hierarchy. This figure emphasizes the scale of the
search problem faced by the visual system: to determine which responses within each
of these representations belong to the same event. Each layer is now described in
turn.
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Fig. 1. The full motion hierarchy. This shows the set of neural selectivities that comprise the entire
pyramidal hierarchy covering visual areas V1, MT, MST, and 7a. Each rectangle represents a single type
of selectivity applied over the full image at that level of the pyramid. Large grey arrows represent
selectivity for direction. Coloured rectangles in area MT represent particular angles between motion and
speed gradient. The three rectangles at each direction represent the three speed selectivity ranges in the
model. In this way, each single ‘sheet’ may be considered an expanded view of the ‘hypercolumns’ in a
visual area. In area V1, for example, the neurons that integrate direction and speed selectivity are
represented by the single sheet of grey rectangles. In area MT, there are 13 sheets, the top one representing
direction and speed selectivity while the remaining 12 represent the 12 directions of velocity gradient
relative to the 12 motion directions. The wheel of coloured arrows represents the colour coding within area
MT for speed gradient with respect to local motion, in this case the larger grey arrow pointing upwards.
This codes the angle between local motion and speed gradient. MST units respond to patterns of motion—
contract, recede, and rotate. The 7a layers represent translational motion, spiral motion, both as in area
MST, plus radial and rotation without direction in the topmost set of six rectangles.

2.2. Area V1

Area V1 receives visual input as a temporal sequence of images. Spatiotemporal
filters are used to model the selectivity of V1 neurons for speed and direction of local
motion (see [21]). Our first attempt at this employed the spatiotemporal filter ap-
proach of Heeger [30]; however, for the number and resolution of images in a se-
quence, the output of these filters was too noisy for the subsequent velocity
gradient computation in area MT. Consequently, another computational mechanism
for V1 was defined that generates a more appropriate input to the MT neurons. This
mechanism is presented in the following paragraphs.



J.K. Tsotsos et al. | Computer Vision and Image Understanding 100 (2005) 3-40 7

The functionality of layer V1 is realized by two types of artificial neurons, namely
those performing spatiotemporal filtering, referred to as VF,, ;, and those integrat-
ing local filter unit activations, referred to as VI, , ;. The filter units have spatiotem-
poral RFs that provide access to the intensity values of the 7" images in the most
recent sub-sequence. In the present evaluation of the model, 7= 5. The intensity val-
ue at position p in the image taken at time ¢ is I(p, t), where ¢t = 1 indicates the first
and ¢ = T indicates the most recent image in the sequence.

In this input space, the RF of a neuron VF, ,;is oriented in such a way that local
motion at its position 7 in direction o and with speed s, would induce constant intensity
across the RF. V1 consists of neurons of three distinct speed selectivity types (following
[21)): type 1 (low speed), type 2 (medium speed), and type 3 (high speed). In the model,
these neurons are implemented with three different preferred speeds, which were set to
s1 = 0.5 pixels/frame, s, = 1 pixel/frame, and s3 = 2 pixels/frame. To limit the compu-
tational complexity of the model, only 12 different preferred directions were realized
(¢ =0°,30°, ...,330°), although it is known that a wider range of preferred directions
existinarea V1 of macaques[21]. For a preferred direction & and a preferred speed s, (in
pixels per frame), the spatial offset Q(«, s,, 7) of the line of constant intensity in the im-
age taken at time ¢ can be computed as follows:

Q(at, 54, 1) :sv<t—TT+l) (Zi(:(:). (1)

Since in most cases this function will not yield integer values, up to four inputs per
image are used to estimate actual intensity in defining the line of constant intensity.
This can be visualized for a sequence of one-dimensional images (see Fig. 2), where
two inputs per image can be necessary.

Here, the darker a pixel, the larger its weight in the computation of the input from
its image (because the line is passing through it more centrally). A neuron VF,;
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Fig. 2. Illustration of spatiotemporal energy computation.
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receives input from each temporal layer and computes an intensity constancy value
IC that decreases with increasing standard deviation of the intensity across the lay-
ers. In the following quantitative description the real-valued function Q(a,s,,?) is
used:

IC :MVF

_ l Z (1(1)(1) + .Q(OC, Ses t), t) _ Zz:l([(p(i) + Q(O(,Sr,t), t))) ; (2)

T T

t=1

where My is the maximum activation of the neuron, and p(i) is the central RF po-
sition of neuron VF, , ; in the visual input. With intensities ranging from 0 to 255, the
value of My is set to be 128 so that IC assumes only non-negative values. In the
current implementation of the model, in order to compensate for noise in the visual
input, each filter neuron’s RF consists of multiple (N = 20) linear arrangements of
inputs. The preferred directions o, and speeds s, for these arrangements deviate
slightly from the preferred motion («,s) of the filter neuron. The following probabil-
ity functions describe the statistical distribution of the variables «, and s,,:

1 (0 — 1)’
(xn = — X —_— al’ld
P) = 35 o P { 2. (30°)
1 (s, —s)?
= —eXpy 3
0.25s - v2m 2-(0.25s)
Every filter neuron obtains one value IC,, for each linear arrangement of inputs, and
the activation of a neuron VF, ,; is then given by
VF,,; = max IC,. 4)

i<n<N

p(sa) } forn=1,...,N. (3)

Obviously, the filter neurons reach a state of high activation if a motion of their pre-
ferred orientation and velocity is present in their RF. However, maximum activation
is also induced if there is no motion at all in a region of homogeneous intensity in the
image sequence. Therefore, the function of the integration units VI, , ; is not only to
reduce the noise of the raw filter unit activations, but also to eliminate such “pseudo
motion” detected by the filter cells. This is achieved by implementing lateral inhibi-
tion between units VI, , ; with identical positions and speed selectivity, but different
preferred directions of motion:

1 1
Vo) = 051 Z) VFaoi = oD TRO) > VF, (5)

i€R(j p.p#o ieR())

where R(j) is the set of neurons whose outputs converge onto the integration unit j,
and n, denotes the number of implemented preferred directions of motion; in the
present model, n, = 12. In the above formula, o and f§ assume only these directions.

To achieve the V1 computation, the model uses one hypercolumn of VF, ,; neu-
rons for each pixel in the visual field. Each hypercolumn comprises one neuron of
each type—because there are three different preferred speeds and 12 different
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preferred directions of motion, there are 36 units in each hypercolumn. Furthermore,
the model employs 64 x 64 evenly distributed VI, , ; hypercolumns (also 36 units per
hypercolumn) that receive input from local filter units. In the present implementation
the size of the input images are 256 x 256 pixels and integration units with RFs cov-
ering 8 X 8 neighboring filter units are used, thereby creating substantial overlap of
RFs. The 64 x 64 hypercolumns of integration units provide the input for the model’s
MT neurons.

Figs. 3A—H show the filter outputs for all of the layers of the hierarchy for an in-
put image sequence using a purely motion-defined object, that is, a pattern of ran-
dom elements moving within a static random field (Gaussian noise). The motion is
a counter-clockwise rotating square. The darker the pixel-value in the representation
the stronger is the response; white means zero response.

2.3. Area MT

One group of cells in MT is tuned for a particular local speed and direction of move-
ment, similar to V1 cells [20,27]. Another sub-population of MT neurons is selective for
a particular angle between the local direction of movement and the speed gradient
[25,31]. Here, MT has been designed with two different types of neurons: cells with
selectivity identical to V1 neurons but larger RFs (detectors of translational motion)
and cells selective for the angle between the direction of motion and the velocity
gradient (detectors of velocity gradients). MT is implemented as a 30 x 30 array of
hypercolumns, 468 neurons each (36 for translation asin V1 and 432 for gradient detec-
tion—three speeds, 12 directions, 12 direction/gradient angles). Each MT cell receives
input from a 4 x 4 field of V1 neurons with the same direction and speed tuning.

For a translation neuron i with preferred direction of motion « and speed selec-
tivity of type v, its activation is given by:

MTo{,\ui - Z Gi,jVoc,\/,jy (6)
JER(i)
where
2 2(x2.+y2.)
G = — exp I, (7
= 2R G) { RQ)| )

In Eq. (7) and the following equations, R(i) stands for the set of units that constitute
the RF of neuron i.G;; denotes the value of a two-dimensional (2D) Gaussian func-
tion at the position (x;, y;) of neuron j in the RF of neuron i. Here, G;; represents the
connection weights, and x; and y; are measured in unit spaces relative to the center of
the RF. As can be seen from Eq. (7), the Gaussian functions were centered on their
corresponding RF, and their standard deviation was always chosen to be half the
length of the square-shaped RF. For example, since MT neurons have RFs of size
4 x 4, the peak of the Gaussian function is between the second and third RF neurons
horizontally and vertically, and its standard deviation is 2.

The activation of a velocity gradient detector is computed as the product of the
activation of V1 cells feeding into its RF with the same speed and direction tuning,
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Fig. 3. Output of area computations. This series of figures gives in detail all of the filter outputs
throughout the full motion hierarchy. The input is a square of random noise rotating counter-clockwise in
place on a background of random noise. (A) The overall output of area V1, that is, the output of the
integrative units. (B) Translation output in area MT. (C) Speed gradient output in area MT. This is a
summary representation of the 12 different speed gradients at each local speed and direction. Each
coloured dot is the maximum value across the 12 representations. This is not used for any decision process;
it is only for a simpler visualization. (D) Translation output in area MST. (E) Generalized spiral output in
area MST. (F) Translation output in area 7a. (G) Generalized spiral output in area 7a. (H) Rotation and
radial output in area 7a.

and the gradient response. The gradient is determined by oriented RFs (example: RF
for detecting upward gradient). For a velocity gradient neuron i with preferred direc-
tion of motion «, preferred angle ¢ between motion and gradient speed selectivity of

type v:
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0 if [A(a,0046,2,i)
—A(o,0+0,1,i) < O A [A(a,0046,3,i)
MGa.é,v,i = —A(OC,O(—I— 5727i) < @]7
( > G,L,V“j) S cpd(a,00+0,k,i) otherwise.
JER(i)
(8)
O is a threshold, ¢, are coefficients for the linear reconstruction of absolute speed
from the activation of the three types of speed-selective neurons, and A(«, f3,v,i)

specifies the activation increase in direction f in the receptive field of neuron i for
speed selectivity type v and direction o:
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A, B, v, i) = ZG,JO,;j v 9)

JER(i)

Og; is an orientation-specific configuration of weights that leads to maximum acti-
vation if the inputs increase in direction . The individual weights are set to either
&1 O — Ty R‘ in order to make the range of the neuron’s activation values independent

Il its RF size. For example, a 4 X 4 RF whose preferred direction of motion is right-
ward (f = 0) has the following configuration Oy

1 1 1 1
16 16 16 16
1 1 1 1
16 16 16 16
1 1 1 1
16 16 16 16
1 1 1 1
16 16 16 16

If in a region of the input image we consistently find the same angle ¢ between mo-
tion and speed gradient across all directions of motion, this signifies a particular mo-
tion pattern. An angle ¢ of 0° indicates expansion, 90°, indicates clockwise rotation,
180° indicates contraction, and 270° indicates counter-clockwise rotation. Any type
of spiral motion can be represented this way; for example, an angle ¢ of 30° stands
for expansion and a smaller proportion of clockwise rotation. This is the same coding
as used in [7,25]. The color-coding for the angles used is shown in Fig. 1. The output
of area MT computations for this input image sequence is shown in Figs. 3B and C.

2.4. Area MST

Cells in MST have larger receptive fields than MT cells and seem tuned to com-
plex motion patterns: expand or approach, contract or recede, and rotation [26].
Two types of neurons are modeled: translation (as in V1) and spiral motion (clock-
wise and counter-clockwise rotation, expansion, contraction, and combinations).
The reason translational motion is included here (as in area 7a) is so that a full pyr-
amid of translation at all scales is included. MST is implemented as a 5 x 5 array of
hypercolumns, 72 neurons each (36 for translation as in MT and 12 types of pattern
selectivity for motion patterns with three speeds each). Each MST cell receives input
from a 15 x 15 field of MT neurons that have the same tuning as the MST cell.

The activation of a translation neuron i with preferred direction of motion « and
speed selectivity of type v is:
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ST(X“,’,‘ - Z GiJMTx,\',j' (10)

JER(D)

Response for a spiral neuron i selective for a pattern ¢ (angle between the direction
and the speed gradient of motion as described in Section 2.3 and of speed selectivity
type v is:

SSoni= D Y G MGy, (11)

JER()

As for area MT, a direction to speed gradient angle of 0° indicates expansion, 90°
indicates clockwise rotation, 180° indicates contraction, and 270° indicates count-
er-clockwise rotation and other angles represent combinations of motion types.
The output of area MST neurons is shown in Figs. 3D and E.

2.5. Area 7a

Area 7a seems to involve at least four different types of computations but with
larger RFs than the other areas [23]: translation and spiral motion, as in MST, rota-
tion (clockwise or counter-clockwise regardless of direction), and radial motion (irre-
spective of direction, expansion or contraction). Types AT and AS have the same
properties as ST and SS, respectively, except for their RF size:

ATOL,‘Z = Z GIJSToup (12)
JER(i)

AS(S,H_ ZGI]SS(S\] (13>
JER(i)

Neuron ART responds to rotation, regardless of the direction of rotation (clockwise
or counter-clockwise). The activation of ART neuron i with speed selectivity type v is
computed as follows:

ART,, = ZZG,,SSM D(6 —90°) + D(d — 270°)], (14)

J  jER(i)

where D is the direction selectivity function defined as a one-dimensional Gaussian
function:

1 2 2
D(y) = ——=—¢e7/*b  with g, = —45°. 15
('V) GD\/2_TE D ( )
Neuron ARD responds to radial motion, regardless of whether it is expansion or
contraction. The activation of ARD neuron i of speed selectivity type v is given by:

ARD,; = ZZG,JSS(;‘/ ) + D(5 — 180°)]. (16)

JER(i)

Area 7a is implemented as a 4 x 4 array of hypercolumns, 78 neurons each (36 for
translation, 3 speeds of rotation, 3 speeds of radial motion, and 3 speeds times 12
patterns for spiral motions). Each 7a cell receives input from a 4 x 4 field of MST
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neurons that have the relevant tuning. The output of area 7a computations is shown
in Figs. 3F-H.

2.6. Motion hierarchy summary

The motion pyramid is novel in that it contains two separate streams of process-
ing, translation, and generalized spiral motions. It features a decomposition of mo-
tion into simpler components including local spatial gradients of velocity. As the
previous figures demonstrate the representations that result from the several different
neural populations (654 separate full field filter representations) are complex and
non-trivial. Although the outputs are noisy, the effect of noise is gradually ameliorat-
ed as the signals reach higher levels of the pyramid. It is satisfying to note that even
with this complexity of representation, peak responses are right where they should be
in terms of correct feature detection and a search strategy (as described in the next
section) can successfully find those peaks.

It is important to acknowledge a weakness of the present work that has resulted
from the original motivation for the research described here. This research was
motivated by the valid criticism that past demonstrations (as in [2]) used simple
Gaussian pyramids for the features on which the ST mechanisms were demonstrat-
ed. This choice did not affect the demonstrations, which did indeed properly show
all the characteristics of ST. However, it did make those demonstrations less useful
and did allow the possibility that the ST mechanisms might not work as expected
with realistic feature pyramids. We chose to address these criticisms within the visu-
al motion domain. Thus, the task of defining motion ‘neurons’ along the motion
pathway was addressed in a coarse, first-order fashion only and thus the filter def-
initions (but not the motion decompositions) are perhaps not as strong as they
could be. Current research is attempting to improve the motion representation; this
in no way will affect the ST demonstration and will only strengthen the motion
representations.

3. The selective tuning model of visual attention

The modeling effort described herein must be distinguished from others in at least
the following ways: it is not a neural network that learns to attend; it is not a model
whose goal is to explain a particular set of quantitative observations; it is not a data
fitting exercise; it is not a set of equations whose numerical simulation leads to out-
put functions whose form seems similar to experimental data. In contrast, we are try-
ing to show from “first principles’ what qualitative form visual processing must take
and to define a theory and an accompanying computer simulation that can take as
input digital images and perform at least qualitatively in the same manner as human
or primate vision performs. It features a theoretical foundation of provable proper-
ties based in the theory of computational complexity [1,32,33,34]. The “first princi-
ples’ arise because vision is formulated as a search problem (given a specific input,
what is the subset of neurons that best represent the content of the image?) and
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complexity theory is concerned with the cost of achieving solutions to such prob-
lems. This foundation suggests a specific biologically plausible architecture as well
as its processing stages as will be briefly described in this article (a more detailed ac-
count can be found in [1,2]). It should be clear that these foundations were derived
using the visual search problem. Considerations related to other dimensions of
attention functionality remain (however note that in [2] saccades to peripheral
targets are included in the model and that in Zaharescu et al. [35] added active visual
search to ST).

ST is not compared here to other attention models except where particular points
need to be made in order to keep the paper length under control; general compari-
sons have appeared elsewhere in previous ST publications as cited herein.

3.1. The model

The visual processing architecture is pyramidal in structure with units within this
network receiving both feed-forward and feedback connections. When a stimulus is
presented to the input layer of the pyramid, it activates in a feed-forward manner all
of the units within the pyramid with receptive fields (RFs) mapping to the stimulus
location; the result is a diverging cone of activity within the processing pyramid. It is
assumed that response strength of units in the network is a measure of goodness-of-
match of the stimulus within the RF to the model that determines the selectivity of
that unit.

Selection relies on a hierarchy of winner-take-all processes. WTA is a parallel
algorithm for finding the maximum value in a set. First, a WTA process operates
across the entire visual field at the top layer where it computes the global winner,
i.e., the units with largest response (see Section 3.3 for details). The WTA can accept
guidance to favor areas or stimulus qualities if that guidance is available but operates
independently otherwise. The search process then proceeds to the lower levels by
activating a hierarchy of WTA processes. The global winner activates a WTA that
operates only over its direct inputs to select the strongest responding region within
its RF. Next, all of the feed-forward connections in the visual pyramid that do
not contribute to the winner are pruned (inhibited). As a result, the input to the high-
er-level unit changes and thus its output changes. This refinement of unit responses is
an important consequence because one of the important goals of attention is to re-
duce or eliminate signal interference [1]. By the end of this refinement process, the
output of the attended units at the top layer will be the same as if the attended stim-
ulus appeared on a blank field. This strategy of finding the winners within successive-
ly smaller RF, layer by layer, in the pyramid and then pruning away irrelevant
connections through inhibition is applied recursively through the pyramid. The
end result is that from a globally strongest response, the cause of that largest re-
sponse is localized in the sensory field at the earliest levels. The paths remaining
may be considered the pass zone of the attended stimulus while the pruned paths
form the inhibitory zone of an attentional beam. The WTA does not violate biolog-
ical connectivity or relative timing constraints. Fig. 4 gives a pictorial representation
of this attentional beam.
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Fig. 4. Attentional beam. This shows the rationale for suppression around attended items that is a feature
of ST.

An executive controller is responsible for implementing the following sequence of
operations for visual search tasks:

. Acquire target as appropriate for the task, store in working memory.

. Apply top-down biases, inhibiting units that compute task irrelevant quantities.

. ‘See’ the stimulus, activating feature pyramids in a feed-forward manner.

. Activate top-down WTA process at top layers of feature pyramids.

. Implement a layer-by-layer top-down search through the hierarchical WTA based
on the winners in the top layer.

. After completion, permit time for refined stimulus computation to complete a sec-
ond feed-forward pass. Note that this feed-forward refinement does not begin with
the completion of the lowermost WTA process; rather, it occurs simultaneously
with completing WTA processes (step 5) as they proceed downwards in the hier-
archy. On completion of the lowermost WTA, some additional time is required
for the completion of the feed-forward refinement.

7. Extract output of top layers and place in working memory for task verification.

(T2 SRS I S

o)
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8. Inhibit pass zone connections to permit next most salient item to be processed.
9. Cycle through steps 4-8 as many times as required to satisfy the task.

This multi-pass process may seem to not reflect the reality of biological process-
es that seem very fast. However, it is not claimed that all of these steps are
needed for all tasks. Several different levels of tasks may be distinguished,
defined as:

Detection—is a particular item present in the stimulus, yes or no?
Localization—detection plus accurate location;

Recognition—localization plus accurate description of stimulus;
Understanding—recognition plus role of stimulus in the context of the scene.

The executive controller is responsible for the choice of task based on instruction.
If detection is the task, then the winner after step 4, if it matches the target, will suffice
and the remaining steps are not needed. Thus simple detection in this framework re-
quires only a single feed-forward pass ([1], also argued by Thorpe [36]). If a localiza-
tion task is required, then all steps up to 7 are required because, as argued in Section
2.2, the top-down WTA is needed to isolate the stimulus and remove the signal inter-
ference from nearby stimuli. This clearly takes more time to accomplish. If recogni-
tion is the task, then all steps, and perhaps several iterations of the procedure, are
needed in order to provide a complete description. The understanding task has similar
requirements, although this is not quite within the scope of the model at this point.

3.2. Top-down selection

ST features a top-down selection mechanism based on a coarse-to-fine WTA hier-
archy. Why is a purely feed-forward strategy not sufficient as Riesenhuber and
Poggio claim [37]? There seems to be no disagreement on the need for top-down
mechanisms if task/domain knowledge is considered, although few non-trivial
schemes seem to exist. Biological evidence, as well as complexity arguments, suggests
that the visual architecture consists of a multi-layer hierarchy with pyramidal
abstraction. One task of selective attention is to find the value, location, and extent
of the most ‘salient’ image subset within this architecture. A purely feed-forward
scheme operating on such a pyramid with:

(i) Fixed size receptive fields with no overlap, is able to find the largest single stim-
ulus input with local WTA computations for each receptive field but location is
lost and stimulus extent cannot be considered.

(i1) Fixed size overlapping receptive fields, suffers from the spreading winners
problem due to neural convergence, and although the largest input value can
be found, the signal is blurred across the output layer, location is lost, and
extent is ambiguous.

(1i1) All possible RF sizes in each layer, becomes intractable due to combinatorics

(1]
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While case: (i) might be useful for certain computer vision detection tasks, it can-
not be considered as a reasonable proposal for biological vision because it fails to
localize targets. Case (iii) is not plausible as it is intractable. Case (ii) reflects a bio-
logically realistic architecture, yet fails at the task of localizing a target. Given this
reality, a purely feed-forward scheme is insufficient to describe biological vision.
Only a combined bottom-up and top-down strategy can successfully determine the
location and extent of a selected stimulus in a constrained pyramidal architecture.

3.3. WTA and saliency

The Winner-Take-All scheme within ST is defined as an iterative process that can
be realized in a biologically plausible manner insofar as time to convergence and
connectivity requirements are concerned. It has its roots in Koch and Ullman’s mod-
el [38] (but also see [39-41]) but provides a complete redefinition with proofs of con-
vergence and convergence properties fully described in [2]. The basis for its
distinguishing characteristic comes from the fact that it implicitly creates a partition-
ing of the set of unit responses into bins of width determined by a task-specific
parameter, 0. The partitioning arises because inhibition between units is not based
on the value of a single unit but rather on the absolute value of the difference be-
tween pairs of unit values. Further, this WTA process is not restricted to converging
to single points as all other formulations. The winning bin of the partition, whose
determination is now described, is claimed to represent the strongest responding con-
tiguous region in the image (this is formally proved in [2]).

First, the WTA implementation uses an iterative algorithm with unit response val-
ues updated after each step until convergence is achieved. Competition depends lin-
early on the difference between unit strengths in the following way. Unit 4 will
inhibit unit B in the competition if the response of 4, denoted by p(A) satisfies
|p(A) — p(B)| > 0. Otherwise 4 will not inhibit B. The overall impact of the competi-
tion on unit B is the weighted sum of all inhibitory effects, each of whose magnitude is
determined by |p(A) — p(B)|. It has been shown [2] that this WTA is guaranteed to
converge, has well-defined properties with respect to finding strongest items, and
has well-defined convergence characteristics. The time to convergence, in contrast
to any other iterative or relaxation-based method is specified by a simple relationship
involving 0 and the maximum possible value, Z, across all unit responses. The reason
for this is that the partitioning procedure uses differences of values. All larger units
will inhibit the units with the smallest responses, while no units will inhibit the largest
valued units. As a result the small response units are reduced to zero very quickly
while the time for the second largest units to be eliminated depends only on the values
of those units and the largest units. As a result, a two-unit network is easy to charac-
terize. The time to convergence is given by log, (4=4) where A is the largest value and B
the second largest value. This is also quite consistent with behavioral evidence; the
closer in response strength two units are, the longer it takes to distinguish them.

Second, the competition depends linearly on the topographical distance between
units, i.e., the features they represent. The larger the distance between units, the
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greater the inhibition. This strategy will find the largest, most spatially contiguous
subset within the winning bin. A spatially large and contiguous region will inhibit a
contiguous region of similar response strengths but of smaller spatial extent because
more units from the large region apply inhibition to the smaller region than inhibit the
larger region from the smaller one. At the top layer, this is a global competition; at
lower layers, it only takes place within receptive fields. In this way, the process does
not require implausible connectivity lengths. For efficiency reasons, this is currently
only implemented for the units in the winning bin. With respect to the weighted sums
computed, in practice the weights depend strongly on the types of computations the
units represent. There may also be a task-specific component included in the weights.
Finally, a rectifier is needed for the whole operation to ensure that no unit values go
below zero. The iterative update continues until there is only one bin of positive re-
sponse values remaining and all other bins contain units whose values have fallen be-
low 6. Note that even the winning bin of positive values must be of a value greater
than some threshold in order to eliminate false detections due to noise.

The key question is how is the root of the WTA process hierarchy determined?
The following is a conceptual description of this where the ‘max’ function used below
is implemented using the iterative process just described. Let F be the set of feature
maps at the output layers overall, and F’, i = 1 to n, be particular feature maps. Val-
ues at each x,y location within map 7 are represented by M’ lxy The root of the WTA
computation is set by a competition at the top layers of the pyramid depending on
network configuration (task biases can weight each computation). The winning value
is W, and this is determined by:

1. If there is only a single active feature pyramid f,

W= mxe}xM{V (17)

2. If F contains more than one feature map, representing mutually exclusive features,
then
W = max (max M’ ). 18
x‘yx ( ieFX xiy) ( )
3. If F contains more than one feature map representing features that can co-exist at
each point, then there is more than one WTA process, all rooted at the same loca-
tion but operating through different feature pyramids

W= mxix <; MW>. (19)

4. If F contains subsets representing features that are mutually exclusive (the set A,
as in case 2 above) as well as complementary (the set B, as in case 3 above), the
winning locations are determined by the sum of the strongest response among
set B (following method 3) plus the strongest response within set 4 (using method
2). Thus, a combination of the above strategies is used. There is more than one
WTA process, all rooted at the same location but operating through different fea-
ture pyramids:



20 J.K. Tsotsos et al. | Computer Vision and Image Understanding 100 (2005) 3-40

W = max [ZMI’ +max (M5 )] (20)
i beB

At the ‘top’ of the overall processing layers Eq. (20) applies and includes all rep-
resentations. At all other layers of the hierarchy, the equation used is determined
by the receptive field properties of the neurons in each representation. As a result,
there is no single saliency map in this model as there is in most other models
([42,38,43] and others). Notable exceptions are the models of Hamker [44] and
of Deco and Zihl [45] both of which claim no salience map. Nevertheless, the sim-
ilarity ends there. The Hamker strategy considers attentional effects in V4 only,
does not provide a mechanism for how attentional control signals are generated,
and says nothing about the contribution to overall perception by attentional mod-
ulation in all the other visual areas. In Deco and Zihl, the Neurodynamical Model
implicitly codes saliency as a distribution of modulation across the feature maps.
Feature maps relevant for the task are enhanced and/or distracters are inhibited,
the dynamics of the network producing winners without the need for explicit rep-
resentation of salience. Selection occurs through inhibitory competition within neu-
ronal pools. They do not consider a realistic implementation since simple saliency
matrices form their input.

Although the WTA in ST was introduced in the preceding paragraphs for the
top layer only, in ST there is no single WTA process necessarily, but several simul-
tancous WTA threads that extend through the hierarchy to all layers. Egs. (17) and
(18) lead to a single WTA thread moving from top layer through the hierarchy;
Egs. (19) and (20) lead to multiple top-down WTA threads, one for each of the
representations that may co-exist. Each of those will localize their features. Salien-
cy is a dynamic, local, distributed, and task-specific determination and one that
may differ even between processing layers as required. Although it is known that
feature combinations of high complexity do exist in the higher levels of cortex,
the above does not assume that all possible combinations must exist. Features
are encoded separately in a pre-defined set of maps and the relationships of com-
petition or cooperation among them provide the potential for combinations. The
above four types of competitions then select which combinations are to be further
explored. This flexibility allows for a solution (at least in part) to the binding issues
that arise for this domain.

The WTA process is implemented utilizing a top-down hierarchy of units. There
are two main unit types: gating control units and gating units. Gating control units
are associated with each competition in each layer and at the top, are activated by
the executive controller in order to begin the WTA process. An additional network
of top-down bias units can also provide task-specific bias if it is available. They com-
municate downwards to gating units that form the competitive gating network for
each WTA within a receptive field. Whether the competition uses Egs. (17)—(19),
or (20) depends on the nature of the inputs to the receptive field. Once a particular
competition converges, the gating control unit associated with that unit sends down-
ward signals for the competition to begin at the next layer down in the pyramid. The
process continues until all layers have converged.
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3.4. The simulation

The model has been implemented and tested in several labs applying it to comput-
er vision and robotics tasks. The current model structure is shown in Fig. 5. The
executive controller and working memory, the motion pathway (V1, MT, MST,
and 7a), the peripheral target area PO, the gaze WTA and gaze controller have all

external
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task / executive control |
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| working memory |

gaze recognition /\ iti
— 8| recognition

layer

layer
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target
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image
sequence
time
o -7
controller .
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Fig. 5. ST full hierarchy. The full visual processing hierarchy on which ST operates is depicted. This paper
focuses on the motion pathway—areas V1, MT, MST, and 7a. Several other components have been
demonstrated previously while others are current research topics.
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been implemented and examples of performance can be found in [2,14,35,46,47].
Work is currently underway to extend the implementation to the object pathway
(V1, V2, V4, and IT) and to binocular stimuli as well as extensions of the executive
controller and recognition layers.

3.5. A full hierarchy example

Fig. 6 shows an example using a purely motion-defined object, that is, a pattern of
random elements moving within a static random field (Gaussian noise). The motion
is a counter-clockwise rotating square, the same as for the sequence of Fig. 3. The
figure also illustrates how separate features in different locations and represented
in different maps are bound together into a whole, a process that will be described
in Section 4.

3.6. Biological and behavioral predictions

The first description of the overall structure of the model appeared along with
most of the basic predictions in 1990 [1]. These included (with support that has ap-
peared since):

o Suppression around attended items in spatial as well as in the feature dimension
[48-55].

e Attention is a top-down process; attentional guidance and control are integrated
into the visual processing hierarchy, rather than being centralized in some external
brain structure implying that the latency of attentional modulations decreases
from lower to higher visual areas [56,57].

e Attentional modulation appears wherever there is many-to-one, feed-forward
neural convergence, something that in 1990 had no support at all [56,58,59].

e Topographic distance between attended items and distractors affects amount of
attentional modulation [51].

Additional predictions and supporting arguments can be found in [2,18]. These
counter-intuitive predictions made well before any hints of experimental evidence,
provide the strongest possible argument for the biological realism of the theory be-
hind the ST model.

4. Using ST to attend to and localize motion patterns

Most of the computational models of primate motion perception that have been
proposed concentrate on feed-forward, classical types of processing and do not ad-
dress attentional issues. However, there is strong evidence that the responses of mo-
tion neurons in at least areas MT, MST, and 7a are modulated by attention [60-62].
As a result of the model’s feed-forward computations, the neural responses in the
high-level areas (MST and 7a) indicate the kind of motion patterns presented as an
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Fig. 6. Attending to a motion defined object. This shows the structure of the attention beam that localizes
and labels the rotating square whose feed-forward outputs are shown in Fig. 3. The beam color is green,
which signifies counter-clockwise rotation. (see the colour wheel in Fig. 1). Note also the fact that its root
is in a single representation of 7a (spiral neurons), and then the beam splits to include all the components
of the rotating object localizing those components in each of the MT and MST representations. The beam
then reunifies at the input image, binding together the pieces into a whole. The top of the figure shows the
active beam pass zone structure; the bottom of the figure shows the localization of the motion in the image.
In this figure all layers of the pyramid are clearly visible, the active representations within each layer only
are shown. In the figures that follow, the pyramid will be tilted into the page so that the input can be
shown together with the beam structure all in one figure. However, the top layer is thus occluded from
view; it is however still part of the overall beam.

input but do not localize the spatial position of the patterns. The ST model was then
applied to this feed-forward pyramid, adding the required feedback connections, hier-
archical WTA processes, and gating networks as originally defined. The model
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attends to motion, whether it exhibits a single motion or a combination of motion
types, and serially focuses on each motion, sequentially, in order of response strength.

The hierarchical WTA described earlier finds the globally most active region.
Then for this region, WTA processes are activated as described in Section 3. Trans-
lational and spiral motion patterns can co-exist for the same object (Eq. (18)). The
remaining processing proceeds as described earlier for each of the winning patterns.
The model also includes processes detecting onset and offset events (start and stop),
but these are not described here (see [47]).

4.1. Feature binding

A major contribution of the demonstration of how ST can operate within such a
complex hierarchy is the method of grouping features (known as the binding prob-
lem in computational neuroscience [63]). It is not claimed that this particular strategy
has sufficient generality to solve all possible issues within the binding problem; how-
ever it seems to solve the limited cases that occur in image sequences of simple mo-
tion patterns. As such, it is the first instance of such a solution and further work will
investigate its generality.

Quoting Roskies [64], “the canonical example of binding is the one suggested by
Rosenblatt [65] in which one sort of visual feature, such as an object’s shape, must be
correctly associated with another feature, such as its location, to provide a unified
representation of that object.” Such explicit association (“‘binding”) is particularly
important when more than one visual object is present, in order to avoid incorrect
combinations of features belonging to different objects, otherwise known as ‘illusory
conjunctions’ [66]. Several other examples of the varieties of binding problems in the
literature appear in a special issue of Neuron edited by Roskies [63]. At least some
authors [67,68] suggest that specialized neurons that code feature combinations
(introduced as cardinal cells by Barlow [69]) may assist in binding. The solution in
this paper does indeed include such cells; however, they do not suffice on their
own as will be described because they alone cannot solve the localization problem.

What is demonstrated here through the use of localized saliency and WTA deci-
sion processes, is precisely what the binding problem requires: neurons in different
representations that respond to different features and in different locations are select-
ed together, the selection being in location and in feature space, and are thus bound
together via the ‘pass’ zone(s) of the attention mechanism. Even if there is no single
neuron at the top of the pyramid that represents the concept, the WTA allows for
multiple threads bound through location by definition in Egs. (17)—(20).

Part of the difficulty facing research on binding is the confusion over definitions
and the wide variety of tasks included in binding discussions. For example, in
Feature Integration Theory (FIT) [70] location is a feature because FIT assumes it
is faithfully represented in a master map of locations. But this cannot be true; loca-
tion precision changes layer to layer in any pyramid representation. In the cortex, it
is not accurate in a Euclidean sense almost anywhere, although the topography
seems qualitatively preserved [19]. The wiring pattern matters in order to get the
right image bits to the right neurons. Thus binding needs to occur layer to layer
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and is not simply a problem for high-level consideration. Features from different rep-
resentations with different location coding properties converge onto single cells and
this seems to necessitate an active search process.

This proposal is supported by the architecture described by Felleman et al. [71] for
the object recognition pathway of V1, V2, V4, and IT. They suggest that specific pat-
terns of inter-cortical input and cortical circuitry may permit new and more complex
receptive field properties for extrastriate cortical neurons. This appears true for both
feed-forward as well as feedback connectivity. Projections display a complicated sub-
modular selectivity with the modules being inter-digitating, non-overlapping, and
highly intermixed. This structure necessitates a different view of how neural inputs
are handled, each of these different inputs perhaps dealt with differently. The strategy
presented in this paper is a step toward providing a computational framework for
this architecture.

For the purposes of this argument, consider the following:

1. Location is not a feature, rather, it is the anchor that permits features to be bound
together. Location is defined broadly, may be single points or groups of contigu-
ous points, and may be differently organized in each visual area; in practice it is
considered to be local coordinates within a visual area (think of an array of hyper-
columns, each with its own local coordinates).

2. A grouping of features not coincident by location cannot be considered as a uni-
tary group unless there is a unit to represent that group with a receptive field def-
inition that takes in input from the different feature representations providing a
‘template’ for the group.

3. Features that compose a group may be in different locations and represented
in different visual areas as long as they converge onto units that represent the
group.

4. If the group is attended, then the WTA of Section 3.3 will find and attend to each
of its parts regardless of their location or feature map representation.

This is a solution to the aspect of binding that attends to groups and finds parts of
groups. It applies equally well for object recognition: faces are good examples of a
grouping of features. In the demonstrations below, the groups are motion patterns.
There are several components to this solution. The first has to do with the particular
representations chosen for motion patterns. Our representation is hierarchical with
each layer being defined using components from the previous. Note how a constant
speed-rotating object exhibits constant velocity gradient across location with respect
to local motion. A neuron higher in the hierarchy then can be selective to regions
that are homogeneous for this value and this is an easy selectivity to define and
implement. As shown in Eq. (11), a motion pattern detector in layer MST simply
sums responses of the corresponding MT units that feed it. An example is in order
using the figure sequence in Fig. 3. In layer MT, neurons sensitive to local motion
gradients respond as shown (Fig. 3C). Across all directions in the representation,
one sees that the object has been deconstructed—‘cut into pie pieces’—one for each
local motion direction. That is, the tuning properties of the neurons have decom-
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posed the flow field into distinct areas of constant velocity gradient. Note that these
have also been partitioned depending on speed. Then, at the MST layer, the neurons
whose selectivity is for rotation within this particular speed band will receive input
from these MT representations (and not from the others). The MST neuron whose
receptive field is best centered on the object will fire strongest if it receives sufficient
stimulation, which in this case means that it sees all pieces of the pie. This best
responding neuron can now be considered as having grouped the pie pieces and
re-assembled the pie, that is, to have bound together the representations at the
MT layer which otherwise are neither co-incident by location nor feature type. This
is the feed-forward part of this process—an implicit binding action. If the task of the
system were to simply detect the presence of a particular motion pattern, this repre-
sentation would suffice as long as the top-level global WTA selects this region. How-
ever, if the system’s task is to localize or recognize, then the job is not complete. As is
clear in the figure, there are many MST neurons that respond. The feedback process
of top-down attention selects the best of these responses, and actively sub-selects the
particular regions of MT neurons that correspond to that best firing, and thus best
fitting the pattern selectivity of the neuron. The unique aspect here is that the recep-
tive field of the MST neuron is defined by a spatial region as well as a subset of fea-
tures computed within that spatial region, each feature contributing a component
across that spatial region (as specified by Eq. (11); however, it is easily seen that if
spatial distributions different from uniform motion are of interest, variations of this
equation can be set up to permit any spatial combination of local gradients). There
are 468 feature maps in the MT layer that feed the 72 MST layer units and these can
be organized for a huge variety of distinct motions. Translation and spiral motions
can co-exist for the same spatial object, and thus there is a WTA thread for transla-
tion and another one for spiral motion. The overall peak then uses the strategy de-
scribed in Section 3.3 to grow the full region corresponding to the moving object. At
layer 7a, the same is seen. Full-field motion takes precedence over object motion in
these representations. Thus, full-field rotations, full-field contractions, and spiral
motions cannot co-exist. They can co-exist with translation however. All feature
maps are not complementary nor do they all play equivalent roles in the WTA pro-
cess. This shows the need for a more flexible view on saliency and WTA computa-
tions than has been previously shown in other models (all other models use the
definition and structure first presented by Koch and Ullman [38]). No other model
currently includes such a distributed definition of saliency.

What if a more complex binding problem is considered, one where multiple mo-
tion patterns appear in an image sequence? As can be seen in Fig. 7, the two moving
objects (this time in an image sequence of a real scene) activate many representa-
tions within the hierarchy and both can be seen within each of several representa-
tions. The rectangular object is approaching the camera while the circular one is
rotating counter-clockwise. This is again a classic binding problem. Although the
representation at the output layer (7a) is more complex due to multiple stimuli,
the WTA is still able to choose a peak, and use that location information as well
as the tuning properties (i.e., feed-forward connectivity) of the winning units to
sub-select the correct components of the winning pattern. The full sequence is
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Fig. 7. Grouping across location for motion pattern detection. (A) In this example, real images are used of
two textured objects against a cluttered background, the rectangle is approaching the camera while the
circle is rotating counter-clockwise. (B and C) The output of area MT in the first feed-forward pass in
summary form as described for Fig. 3C. (D) Localization of the first winning area in red, the colour
signifying ‘approach’ (E) Inhibition of return on the attended pathways. (F-G) The output of area MT in
the second feed-forward pass, after the inhibition of return is applied, in summary form as described for
Fig. 3C. (H) The second attentional fixation, in green, the colour for counter-clockwise rotation. The
inhibition of return seems to not be perfect, that is, not all pixels due to the approaching object are
eliminated and so some additional responses remain. The reason for this is that the IOR is set using the
attended location. The object however continues to move and since it is approaching, its appearance is
beyond that original attended and thus inhibited location. Future work would enable inhibition not only
of location but of the attended object.

shown in the figure in order to also show the sequential nature of the selection pro-
cess that attends to each of the patterns (two passes through the algorithm in Sec-
tion 3.1).



28 J.K. Tsotsos et al. | Computer Vision and Image Understanding 100 (2005) 3-40

h 3
G raE]
K 31 ]
P . <,
N e £l
Y T 2 ""-J
L —| = = w
L %= ¥ 5 LIRS | |
L I 2 - 4
I 4]
T |
MT 2
.4
WA >
b i g ‘f' “"Speed Grachenf""’ -A-F"‘ T o
= i =y == — 7
f b q : o
_ Ly . ] N iar 7 o
o L I N Sy
;—-—f« d‘ -t e PO B __ y e ot
PO - | @ a — i
a ¥ ‘w 4

Fig 7. (continued)

Finally, an even more complex binding example would be one where objects are
not spatially separated but rather overlap. An example is shown of two spatially
overlapping motion patterns in Fig. 8 where two hexagonal disks are rotating one
against the other. The two attentional fixations are shown.

4.2. Other motion types in the model

The model includes more motion types than just the ones described above. The
methods of detecting onset and offset of events are included in the model and have
been described previously [47,2]. This method has proven to be effective within any
of the above representations. For example, assume an object is displaying a clock-
wise rotating motion, then stops and changes direction. The offset of the rotation sig-
nifies the end of the motion within the clockwise rotation representation. The onset
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within the counter-clockwise rotation representation would denote its beginning.
Each of the representations above has a corresponding onset and offset computation
and representation. It should be clear then that any motion processing model
must include methods to detect the initiation and cessation of motions, yet most
do not.

The previous examples were of motions generated by objects that did not change
position in the image. Of course, objects in motion do change position (or camera
motion induces such a motion) and motion occurs not only in pre-defined short im-
age sequences but also continuously. To generate continuous output from continu-
ous input, the straightforward solution might be to repeat the entire process of the
algorithm in Section 3.1, that is, feed the network with time varying image sequences,
perform the feed-forward computation and then feedback attentional selection. This
idea that re-computing the pyramid and the beam for each image subset will definite-
ly work, but is not efficient and has doubtful biological consistency due to the extra
processing time required. A better strategy would be to modify the beam locally only
as much as is needed to enable it to track the changes. The local beam structure
could be defined in a dynamic manner, re-directed by new gating control signals
at the top that propagate downwards [72].

In this approach, signals flow continuously through the pyramid. Input is contin-
uous and flows upwards continuously. As WTA processes complete at the top, gat-
ing control signals begin their downward journey implementing the top-down WTA
hierarchy. However, signals are potentially changing as this occurs and the selections
made will not be the exact ones that led to the top winner, at least in precise location.
Remember that the WTA as defined is guaranteed to find winners anywhere in the
receptive field. The winner at the top is not restricted as a single location but rather
can be a region. As long as motion speed and speed of signal propagation is
matched, the system is blind to small location changes and operates correctly as
expected. However the gating signals that would be generated at the top of the pyr-
amid require time to propagate downwards and thus the control they may exert on
lower levels of processing will reflect the past and not the present. This strategy fea-
tures a time delay and a time period of ‘blindness’: discontinuities in motion that oc-
cur with a shorter duration than the propagation time are missed. This has been
tested successfully on motion-defined object translation. The localization is rather
simple because only the translation pyramidal stream is activated and the motion
feature is uniform across the object.

5. Discussion

This paper makes several points: (1) it presents a new feed-forward motion pro-
cessing hierarchy, (2) it presents examples of how the ST model can operate on this
hierarchy to localize and label motion patterns, and (3) it shows how some aspects of
recognition that require feature grouping (or binding) may be accomplished using a
top-down attentional selection mechanism that does not depend on a single location-
based saliency representation.



30 J.K. Tsotsos et al. | Computer Vision and Image Understanding 100 (2005) 3-40

First, a new feed-forward motion analysis hierarchy is presented. The structure
and computations are strongly inspired by biology, and the resulting network has
a good degree of biological realism, although it is not biologically accurate in several
ways. Due to the incorporation of functionally diverse neurons in the motion hier-
archy, the output of the present model encompasses a wide variety of selectivities
at different resolutions. This enables the computer simulation of the model to detect
and classify various motion patterns in artificial and natural image sequences show-
ing one or more moving objects as well as single objects undergoing complex, multi-
ple motions. Most other models of biological motion perception focus on a single
cortical area. For instance, the models by Zemel and Sejnowksi [10], Simoncelli
and Heeger [4], and Beardsley and Vaina [5] are biologically relevant approaches that
explain some specific functionality of MT or MST neurons, but do not include the
embedding hierarchy in the motion pathway. On the other hand, there are hierarchi-
cal models for the detection of motion. Meese and Andersen [7] do not provide a
computationally plausible version of the motion processing hierarchy. Giese and
Poggio [6] describe a sophisticated, biologically motivated, and complex hierarchy
for processing human movement patterns. However, they did not include any atten-
tional influences. Further, they provide early input to their algorithm manually.
Hand-tracked body joint positions were manually converted to stick figures where
optic flow is easily computed. They cannot handle complex, overlapping, dense flow
or discontinuous motions and certainly cannot process real image sequences directly.
Lu and Sperling [73] present a motion hierarchy as well as attentive processes, but
the model is not a computational one. However, it has strong biological plausibility
in its function. They proposed that human visual motion perception is served by
three separate motion systems: a first-order system that responds to moving lumi-
nance patterns, a second-order system that responds to moving modulations of fea-
ture types, and a third-order system that computes the motion of marked locations
in a salience map. This third-order system of Lu and Sperling seems to be similar to
the process of attending to motion in ST but without the computational details, it is
difficult to draw too close a comparison.

Of course, this is only the beginning and we are actively pursuing several avenues
of further work. The tuning characteristics of each of the neurons only coarsely mod-
el current knowledge of primate vision. The model includes little cooperative or com-
petitive processing among units within a layer other than V1. Experimental work
examining the relationship of this particular structure to human vision is also on-
going.

It is important to put this new motion analysis framework into context of classic
literature on motion starting with Koenderink and Van Doorn [74] and Longuet-
Higgins and Prazdny [75]. On the assumptions that a moving object can be modeled
(at least piecewise) by rigid planar patches, and that there is a fixation point on the
surface in question, the motion may be estimated using an affine transformation. The
affine model can be described on the basis of four quantities: image translation, im-
age rotation, divergence, and shear. The first two terms specify respectively a rigid
2D translation and rotation of the fixated object. The third term describes an isotro-
pic expansion (or contraction) that specifies a change in scale or a pure deformation.
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Fig. 8. Overlapping motion patterns—a feature binding example. (A) Two overlapping textured
hexagons, the left one rotating clockwise while the right one rotates counter-clockwise. (B-J) The
complete representation of all first pass feed-forward outputs is shown. (K) The two attentional fixations
for the two hexagons. The lower one was attended first, localized quite well and labeled in green for
counter-clockwise rotation, and the upper one second, localized well except for the overlap region and
labeled in red for clockwise rotation. Note that even though the objects were overlapping, the motion
labels were correct and the object localizations reasonable given the overlap. Note how the responses in
area 7a are completely merged and no simple scheme could possibly disentangle this using only that
output. However, the top-down search and feature binding strategy described here successfully separates
the signals and localizes and labels the moving objects.

The shear term results in a distortion of the image pattern and corresponds to an
expansion in a specified direction and a simultaneous contraction in the perpendic-
ular one in such a way that the area of the pattern is preserved. Under perspective
projection, the velocity vector at each point of an image is given by computing the
derivative in time of the gray value changes at each pixel (x, y) and yields («,v). This
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Fig 8. (continued)

represents translational motion. Spatial derivatives are then taken of each velocity
component u and v in the x and y directions (u,,u),v,,v,). Combinations of these
derivatives provide definitions of each of the remaining three affine motions, rota-
tion, deformation, and divergence. Divergence is represented by u = u, + v,. Defor-
mation or shear has two components p and ¢ and these are given by p = u, — v, and
o = u, + v,. Finally, rotation is expressed as A = u, — v,. The extraction of the affine
estimates has essentially two components: the identification of an appropriate set of
2D spatial patches to represent each surface in a scene, and the tracking of the patch-
es through the image sequence. The main point here is that the setting of a fixation
point or the identification of the 2D patches to track is central to the definition and
the majority if not all past uses of affine estimation make assumptions about where
this fixation comes from. In this paper, we show a method for how it might be deter-
mined. More importantly, this is the first model to explicitly use local spatial deri-
vates of velocity as an intermediate representation between local flow vectors and
affine motion patterns. Evidence for such neurons was presented by Treue and
Andersen [25]. Elsewhere, we show that this structure is biologically realistic by
experimentally confirming that there are neural correlates in humans for the several
layers of motion processing implied by these affine motion definitions [31].

Second, this paper shows that the earlier criticisms of the ST demonstrations,
namely that the simple feature pyramids computed using Gaussian blurring were
not biologically realistic nor useful, can now be forgotten. Although those criticisms
were completely valid, they do not affect the original definition of ST, only those
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early demonstrations. As has been shown, ST operates perfectly well in this signifi-
cantly more complex representation.

Another strength of our model is its mechanism of visual attention. To our knowl-
edge, there are only three other computational motion models that address attention
for motion. The earliest ones are due to Nowlan and Sejnowski [8] and Daniilidis [3].
In Nowlan and Sejnowski, processing is much in the same spirit as ours but very dif-
ferent in form. They compute motion energy with the goal of modeling MT neurons.
This energy is part of a hierarchy of processes that include softmax for local velocity
selection. They suggest that the selection permits processing to be focused on the
most reliable estimates of velocity. There is neither top-down component nor a full
processing hierarchy nor binding for complex patterns. Attentional modulation in
motion neurons was described experimentally in [61] and appeared after their model
was presented; thus, of course it is not developed and does not appear to be within
the scope of their model. Based on the optical flow, Daniilidis computed 3D motion
and structure. He fixated on an object to estimate ego motion in the presence of
translation and rotation of the observer from the flow in the log-polar periphery.
Computation of time to collision was a goal, not the definition of an attentive mo-
tion hierarchy. Although he used attentive fixations to advantage, the motion pro-
cessing there was quite specific and based on log-polar representations and the
connection to affine motion, implicated by the need to fixate, was not recognized.
Finally, Grossberg et al. [9] present an integration and segmentation model for mo-
tion capture. Called the Formotion BCS model, their goal is to integrate motion
information across the image and segment motion cues into a unified global percept.
They employ models of translational processing in areas V1, V2, MT, and MST and
do not consider motion patterns. Competition determines local winners among neu-
ral responses and the MST cells encoding the winning direction have an excitatory
influence on MT cells tuned to the same direction. A variety of motion illusions
are illustrated but no real image sequences are attempted. This model seems to be
closest to ST here in goal and methodology. None of these models has the breadth
of processing in the motion domain or in attentional selection as the current work.

An interesting comparison can be drawn between the performance of ST on this
motion hierarchy and the population code strategy of neuronal representation. In
the standard approach of population encoding, an assumption is made that there ex-
ists a unique and unambiguous value within the population that represents the stim-
ulus (see [76] for review). A contrasting view put forward by Zemel and Dayan is that
a population code can also contain additional information such as multiple values
and uncertainty thus obviating the need for the restrictive assumption [77]. Is there
a relationship of one or both of these approaches to the methods presented in this
paper? The short answer is yes, there is a rather strong relationship at least at a qual-
itative level with the Zemel and Dayan approach. One of the examples presented ear-
lier will be used to illustrate. The set of figures within Fig. 7 show the representations
at each level of the hierarchy that arise due to two moving items within the visual
field. Since there is no other clutter it will serve well to illustrate the representations
for each item and how the overall population encodes these. First, the term ‘popu-
lation’ must be clarified. In most population coding work, an assumption is made
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about where the neural responses come from and to what stimuli they respond. In
Zemel and Dayan for example, responses from MT neurons in monkey are used;
as is clear from the present paper, there is not only a single type of neuron in area
MT. The Zemel and Dayan scheme does not separate the features, something that
has been shown to have computational advantages [1]. Also, as the review by Pouget
et al. shows, responses of behaving monkeys performing a task requiring attention
are not considered. In other words, the population of neurons in the Zemel and Day-
an work represent the combined result of all the feature maps of the first feed-for-
ward pass as described in this paper, an unnecessarily large population.
Population-coding strategies then, from this first pass encoding, attempt to remove
noise and make inferences. ST employs attention for this task. The WTA process
operates over a population in order to estimate the best response. This is an estimate
because it is not necessarily the correct response. The next stage of processing, apply-
ing the top-down inhibitory surround around the selected location removes noise
and permits a more precise representation of only the attended stimulus. A match
of this result to a task representation then verifies or rejects the estimate. If there
is more than one item in the visual field as in Fig. 7, the response populations due
to each overlap as seen in the figure since the two peaks are readily visible. Impor-
tantly, Figs. 7F and G show the population code after the first attended stimulus has
been removed by the attentive inhibition of return process. It has been sufficiently
(but not completely) cleaned up so that the second peak in the population is correctly
found. In summary, the distributional population-coding scheme of Zemel and Day-
an and the ST scheme address very similar problems and accomplish very similar
goals. The methods differ and the underlying assumption differs. That ST includes
attention and the time course of attentional modulation within the process makes
it a closer biological match. However, it would still be very interesting to do a more
detailed analysis of the underlying mathematics for each to see where equivalences
and differences can be found.

Inspection of the patterns of activation shown in the figures also provides some
perspective on the issue of the location of ‘the saliency map.” The search for a neural
correlate to the concept of a saliency map has led to much interesting experimental
work each providing evidence for one or another particular location (superior col-
liculus [78-80]; LGN [81,82]; V1 [83]; V1 and V2 [84]; pulvinar [85-87]; FEF [88];
parietal [89]). In each of these, the correlate is found by locating maxima of response
within a neural population that corresponds to the attended location. Consider the
patterns of response shown in any of the figures in this paper involving visual areas
MST or higher. In each case, this criterion of a maximum corresponding to an
attended location can be seen. In each area, both feed-forward and feedback influ-
ences take effect. Perhaps this is why evidence has been found in so many areas
for the neural correlate to the saliency map? Maybe saliency is a distributed compu-
tation, as shown in this paper, and like attention itself, evidence reflecting these com-
putations can be found in many, if not all, neural populations.

Finally, our attention strategy also demonstrates a key aspect of the recognition
process, that is, the separate computation of parts and their subsequent re-assembly
guided by attention. The key to this solution is the abandonment of the single,
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location-based saliency representation that supports a single point-based WTA, a
feature of most other attention models. Even for those that do not use a single
map, attention is an emergent, stochastic feature. Here, saliency is a local and dis-
tributed, deterministic phenomenon and the WTA processes are hierarchical, re-
gion-based, and dynamically defined depending on task and neural selectivity.
Although it would not be entirely inappropriate to claim this is a solution to the clas-
sic binding problem, it is too early to justify this claim. The solution here, however,
does appear to have the right elements to solve the limited aspects of binding re-
quired for this domain.

This strategy for attention to motion can be considered as a precursor to more
detailed analysis in order to extract precise velocity and direction of motion. For
example, in a computer vision application, a determination of precise velocity de-
pends on good object localization and elimination of outliers. An attentive process
such as that presented here could provide a first estimate of object location and
extent as well as point out which type of motion is present. New algorithms for
velocity extraction could be developed that take advantage of the reduced search
space.

Attention to motion has not received sufficient study in computer vision even
though it is a critical component of a general solution to visual information process-
ing [90]. Significant enough advances have been made in early attentive algorithms to
warrant a closer look at how current models of attention, such as ST, can be usefully
directed at complex computer vision problems.
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