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a b s t r a c t 

There are two main categories of multi-document summarization: term-based and ontology-based meth- 

ods. A term-based method cannot deal with the problems of polysemy and synonymy. An ontology-based 

approach addresses such problems by taking into account of the semantic information of document con- 

tent, but the construction of ontology requires lots of manpower. To overcome these open problems, this 

paper presents a pattern-based model for generic multi-document summarization, which exploits closed 

patterns to extract the most salient sentences from a document collection and reduce redundancy in 

the summary. Our method calculates the weight of each sentence of a document collection by accumu- 

lating the weights of its covering closed patterns with respect to this sentence, and iteratively selects 

one sentence that owns the highest weight and less similarity to the previously selected sentences, un- 

til reaching the length limitation. The sentence weight calculation by patterns reduces the dimension 

and captures more relevant information. Our method combines the advantages of the term-based and 

ontology-based models while avoiding their weaknesses. Empirical studies on the benchmark DUC2004 

datasets demonstrate that our pattern-based method significantly outperforms the state-of-the-art meth- 

ods. Multi-document summarization can be used to extract a particular individual’s opinions in the form 

of closed patterns, from this individual’s documents shared in social networks, hence provides a useful 

tool for further analyzing the individual’s behavior and influence in group activities. 

© 2016 Elsevier B.V. All rights reserved. 
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1. Introduction 

Multi-document summarization has attracted much attention in

recent years. With the rapid development of the World Wide Web,

the explosion of electronic documents presents a serious challenge

for readers to extract useful information from many relevant and

similar documents. The Internet provides access to a huge volume

of documents on a variety of topics with a considerable amount

of redundancy. It calls for a robust multi-document summarization

system, which can generate a succinct representation of a docu-

ment collection by reducing information redundancy. 

A large number of multi-document summarization systems

have been presented in the literature. For example, the centroid-

based methods [23,37] use clustering algorithms to generate sen-

tences’ clusters by calculating sentence similarity, and then se-

lect the most representative sentences from different clusters. The

graph-based approaches [45,50] build a graph-based model, and
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hen select sentences by means of voting from their neighbors us-

ng ideas like the well-known PageRank algorithm [7] . By consid-

ring latent semantics of document content, many methods based

n latent semantic analysis [14] and non-negative matrix factoriza-

ion [22,36] have been proposed. In addition, some ontology-based

pproaches [5,16] have also been used to produce summaries using

exical semantics. 

Existing approaches basically fall into two major categories:

erm-based and ontology-based methods. A term-based method

as the advantages of efficiency and maturity for term weight

alculation. However, the main drawback is that it only focuses

n single word significance without considering the problems of

olysemy and synonymy, where polysemy means multiple mean-

ngs for a given word, and synonymy means multiple words ex-

ress the same meanings. To solve these problems, ontology-based

pproaches take into account of meanings of lexicons. But they

re restricted in some specific application domains where ontolo-

ies are available, and they cannot attain the semantic meanings

f terms that do not exist in the ontology. Meanwhile, the con-

truction of ontology is usually prohibitively expensive. To over-

ome these inherent weaknesses and keep the advantages of both

erm-based and ontology-based methods, we propose to generate a

http://dx.doi.org/10.1016/j.knosys.2016.01.030
http://www.ScienceDirect.com
http://www.elsevier.com/locate/knosys
http://crossmark.crossref.org/dialog/?doi=10.1016/j.knosys.2016.01.030&domain=pdf
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ummary based on closed patterns, because closed patterns can

apture the associations among the words, and no additional re-

ources are required. 

Over the past decade, a large number of association mining

echnologies have been proposed for a variety of tasks, including

ssociation rule mining, frequent itemset mining, sequential pat-

ern mining, closed pattern mining, and maximum pattern min-

ng [25] . In this paper, we will discuss how to effectively use

hese patterns in multi-document summarization. There are many

ypes of sequential patterns, including frequent patterns, closed

atterns, and so on [11,33] . As closed patterns are more com-

act and contain more information than frequent patterns with-

ut losing any information, we choose closed patterns for term

eight calculation. To be specific, this paper will discuss a novel

ethod for multi-document summarization using closed patterns,

amely pattern-based summarization, which simultaneously con-

iders content coverage and non-redundancy. It holds good sta-

istical properties and captures more relevant information relative

o the term-based methods. Compared with the ontology-based

pproaches, our multi-document summarization using closed pat-

erns can capture informative terms in the document collection.

he method does not rely on any external resources such as lexical

nowledge bases. It only relies on the information in a document

ollection from which the summary is to be created. 

Our pattern-based method includes the following steps. First,

e mine all closed sequential patterns from a corpus. Then,

e present a novel method that represents all sentences using

hese closed patterns. The model of sentence representation cov-

rs the main content of the document collection by calculating

attern weights with respect to the distribution of the closed pat-

erns. Finally, we iteratively choose informative and non-redundant

entences by adopting a variant of the maximal marginal rele-

ance evaluation strategy [8] . Experiments on the standard bench-

ark DUC2004 data sets demonstrate that the proposed algorithm

utperforms the state-of-the-art term-based and ontology-based

ethods. 

The rest of this paper is organized as follows. Section 2 dis-

usses related work. Section 3 presents pattern-based summa-

ization. Section 4 shows experimental results. Finally, Section 5

oncludes the paper. 

. Related work 

Depending on the number of documents, automatic docu-

ent summarization includes single-document summarization and

ulti-document summarization [3,46] . Single-document summa-

ization only condenses one document into a summary, whereas

ulti-document summarization condenses a document collection

nto a single shorter representation. Multi-document summariza-

ion is considered as an extension of single-document summariza-

ion, and needs more sophisticated technologies and attracts much

ttention [29,31] . 

Multi-document summarization methods can be classified into

wo classes: extractive summarization and abstractive summariza-

ion [24,26] . Extractive summarization extracts the most infor-

ative document components, and abstractive summarization in-

olves reformulation of contents. Extractive summarization is a

imple but robust method without the requirement for advanced

ost-processing steps. Abstractive summarization requires deep

atural language processing techniques for understating the docu-

ents [30] . Extractive summarization is more feasible and has be-

ome the standard in multi-document summarization. Summariza-

ion techniques also can also be categorized into query-based or

eneric (given a query or not), supervised or unsupervised meth-

ds (with a training set or not). 
In this paper, we focus on unsupervised, extractive, generic,

ulti-document summarization. Unsupervised, extractive, and 

eneric methods usually adopt the bag-of-words model for term

eight calculation, also called term-based methods, which often

se term frequency/inverse sentence frequency (TF ∗ISF) weighting

odel and some extended schemes [20] . 

Term-based methods can be divided into the following cat-

gories. The centroid-based methods, as one of the most pop-

lar extractive methods, group document sentences into homo-

eneous clusters, and then select the representative sentences

hrough computing the similarity values between sentences and

he centroids of the clusters. For example, MEAD [23] computes

he average cosine similarity between sentences and the rest

f the sentences in the document collection as the centroid value

f a sentence. Gong and Liu [14] presented a method to iden-

ify semantically important sentences using the latent semantic

nalysis (LSA). They first created a term-sentence matrix with

ach entry representing the weight of a term in its documents.

hen they derived the latent semantic information by applying

ingular value decomposition (SVD). Some methods were pro-

osed based on non-negative matrix factorization (NMF) [22,36] .

he NMF-based methods also first create a term-sentence matrix

o select meaningful sentences. Other methods were also devel-

ped including conditional random fields [32] and hidden Markov

odel [9] . 

The graph-based approaches [12,45,50] also belong to extrac-

ive summarization. They first produce a similarity graph, in which

ach node represents a sentence. When the cosine similarity value

etween a pair of sentences exceeds a threshold, these two sen-

ences are connected by an edge. Erkan and Radev [12] pro-

osed a method, called LexPageRank, which ranks the sentences

ased on the similarity graph following the well-known PageRank

lgorithm. Other improved graph-based algorithms have been pro-

osed [6,45,50] . Bollegala et al. [6] presented a bottom-up ap-

roach to arrange sentences extracted for multi-document summa-

ization. They defined four criteria, chronology, topical-closeness,

recedence and succession, for capturing the association and order

f two sentences. 

Compared to the term-based methods, some ontology-based

pproaches [5,16] have been used to produce summaries. Specifi-

ally, ontologies have been used to (i) identify the concepts that

re either most pertinent to a query [17,43] or most suitable for

erforming query expansion [27] , (ii) model the context in which

ummaries are generated in a variety of domains, such as business

omain [40] , disaster management domain [20] and so on. Baralis

t al. [5] proposed an ontology-based approach, called Yago-based

ummarization, which relied on Wikipedia [39] to map the words

o non-ambiguous ontological concepts called entities. Yago-based

ummarization selects document sentences according to the previ-

usly assigned entities. Ontology-based approaches are limited in

pecific application domains, and also it takes much effort to con-

truct the ontologies. 

Pattern-mining techniques have been extensively studied for

any years in data mining, such as frequent itemset algorithms

Apriori [1] , FP-tree [15] ), sequential pattern algorithms (Pre-

xSpan [28] , SPADE [47] ), closed sequential pattern algorithms

CloSpan [44] , AGraP[13], BIDE [38] ). As frequent itemsets or

requent patterns include more contextual semantic information

han an individual term, they can improve the effectiveness of text

ining applications, for example, text classification [2,41,49] and

ext clustering [19,48] . Algarni and Li [2] calculated term weights

ased on both their frequencies in documents and their distribu-

ions in sequential patterns. Zhang et al. [48] proposed maximum

apturing (MC) for text clustering using frequent itemsets. MC can

e divided into two components: constructing document clusters

nd assigning document topics. 
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Fig. 1. The sentence-pattern relationships and sentence-sentence relationships. 
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Baralis et al. [4] presented a method for summarization based

on frequent itemsets and the traditional bag-of-word model. This

method does not perform very well without considering the low

frequency problem. Given a specific topic, a general pattern is usu-

ally frequent, and a specific pattern is not [49] . If we decrease the

minimum support, many noisy patterns would be generated. So it

is a difficult problem how to use frequent patterns to accurately

extract a summary. In addition, frequent itemsets do not take the

order of terms into account, and include a lot of redundant pat-

terns. In this paper, we conduct a study on multi-document sum-

marization based on closed patterns. 

In summary, we aim to generate a summary through closed

patterns in this paper. Compared with the term-based methods,

our pattern-based method has three advantages. The first is that

the representation reduces the dimensionality which only needs

these terms from all closed patterns, and term-based methods

need all terms in a document collection. The second advantage is

that the representation can capture more contextual semantic in-

formation than individual terms. The third advantage is that the

representation can solve the low frequency problem, because we

calculate term weights through the distribution of terms in closed

patterns rather than their distributions in the document collection.

Compared with the ontology-based methods, our method does not

require as much manpower to construct the ontology. Compared

with frequent itemsets, closed patterns not only contain the term

order information, but also are more concise. 

3. Pattern-based summarization 

In this section, we discuss how to generate a summary using

closed patterns, denoted as pattern-based summarization. 

3.1. Overview of pattern-based summarization 

Consider a document collection D = { d 1 , d 2 ,…, d i ,…, d N }, where d i
represents the i th document of D, N is the number of docu-

ments in D . Each document d i ∈ D consists of a set of sentences

{ s i 
1 
, . . . , s i 

j 
, . . . , s i | d i | }, where s i 

j 
represents the j th sentence of doc-

ument d i . Here, |d i | is the number of sentences in document d i .

Let U represents all sentences in D , and n be the total number of

sentences in D , where n = 

∑ N 
i =1 | d i | . Let { p 1 , p 2 ,…, p e } be the set of

closed patterns from all sentences in D respectively. Fig. 1 illus-

trates the proposed graph model which is different from the tra-
itional term-based methods. Both sentence ranking and sentence

imilarity can be calculated through closed patterns belonging to

he sentences. The aim is to generate a summary S = { s j 
i } (1 ≤ I ≤

 , 1 ≤ j ≤ l ) that contains a subset of sentences that are represen-

ative of U . 

The outline of pattern-based summarization is shown in Fig. 2 .

pecifically: 

1) Sentence representation using closed patterns. This step obtains

all closed sequential patterns from document collection by call-

ing a closed sequential pattern algorithm. Then each sentence is

represented by its terms and their corresponding weights that

are calculated by accumulating the weight of its covering closed

patterns with respect to this sentence. 

2) Sentence ranking. To select the most pertinent and meaningful

sentences into the summary, sentences are ranked according to

the previous sentence representation. 

3) Sentence selection. The sentences that include more closed pat-

terns with high weight and less similar to other sentences are

chosen into the summary. We iteratively select one sentence

that owns the highest weight and less similar to the previously

selected ones, until reaching the length limit. 

.2. Sentence representation using closed sequential patterns 

.2.1. Mining closed sequential patterns 

First, we will mine all closed sequential patterns from a set of

ll sentences in D . A pattern p = { t 1 , t 2 ,…, t m 

} is an ordered list

f terms. For brevity, a pattern is also written as p = t 1 t 2 …t m 

.

 = t 1 t 2 …t m 

is a sub-pattern of another pattern p ’ = t ′ 
1 
t ′ 
2 
. . . t ′ 

M 

( m ≤
 ), denoted by p ⊆ p ’ (or p ’ is a super-pattern of p ), if there exists

 sequence of positions 1 ≤ j 1 < j 2 < ��� < j m 

≤ n s.t. t i =t ′ 
j i 

for

 = 1, 2,…, m . 

efinition 1 [44] . Given a pattern p that is composed of a set of

erms, its covering sentences are denoted as coverSent ( p ) = { s | s ∈ U,

 ⊆ s }. The support of a pattern p is the number of sentences in D

ontaining p , namely sup( p ) = | cov erSent(p) | , where | coverSent ( p )|

s the number of sentences. 

efinition 2. Given a pattern p , its covering documents are de-

oted as coverDoc ( p ) = { d | d ∈ D, p ⊆ d }. Here, | coverDoc ( p )| is the

umber of documents. 

efinition 3 [49] . A pattern p is frequent if its support, namely co-

erSent( p ), is more than or equal to a user-specified minimum sup-

ort ( sup ) value. 

xample 1. Given a set of sentences from two news reports D in

able 1 , and minimum support 3. In preprocessing, all stop words

f the input sentences are removed, and all letters are converted

nto lowercase. We only consider the first occurrence when a sen-

ence has multiple occurrences of one term. These terms that oc-

ur more than 3 times are saved in Table 2 . Suppose pattern p =
Obama McConnel”, we can see there are three sentences “s 1 

1 , s 1 
2 ,

 2 
2 ” that include this pattern. So this pattern is a frequent pat-

ern. Through pattern mining algorithm, all the frequent patterns

re shown in Table 3 with minimum support 3. 

efinition 4 [44] . A pattern p is a closed pattern if and only

f there does not exist any super-pattern p ’ ( p ⊆ p ’) s.t.

up( p ) = sup( p ’), namely, sup( p ) > sup( p ’) for all patterns p ’ ⊃ p.

 is a non-closed pattern if and only if there exists a super-pattern

 ’ s.t. sup( p ) = sup( p ’). 

For example, in Table 3 , the support of pattern “Obama leader”

s 4, which is a frequent pattern. And the support of its all

uper-patterns is smaller than 4, so the pattern “Obama leader” is

 closed pattern. 
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One day after broad Republican election
gains, President Barack Obama and Senate
Republican leader McConnell pledged to

President Barack Obama's determination to
act alone to change the immigration system
promptly drove …...

Obama and McConnell, when Republicans
take charge in the Senate in January, who
will become majority leader .

Input multi- document

[obama, republican, leader]->[s1
1, s2

1, s1
2];

[senate, leader]->[s1
1, s1

2, s2
2];

…...

Sentence Representation using closed
patterns

Sentence Ranking

Summary Sentence Selectio

Fig. 2. The outline of pattern-based summarization. 

Table 1 

A set of sentences from two news reports. 

Document Sentence Text 

d 1 s 1 
1 Obama and McConnell, when republicans take 

charge in the senate in January, who will 

become majority leader. 

s 2 
1 President Obama’s determination to act alone 

to change the immigration system promptly 

drove a wedge Wednesday into the 

post-election commitment from the 

president and republican leaders to find 

common ground under the new political 

alignment. 

d 2 s 1 
2 President Barack Obama and senate republican 

leader McConnell pledged to try to turn 

divided government into a force for good 

rather than gridlock on Wednesday, yet 

warned of veto showdowns as well. 

s 2 
2 No one was more invested in tuesday’s election 

than senate minority leader McConnell, 

whose power in Washington is about to 

vastly expand, and with it his ability to 

thwart President Obama’s agenda. 

Table 2 

Terms to represent the sentences. 

Sentence Terms 

s 1 
1 Obama, McConnel, republican, senate, leader 

s 2 
1 President, Obama, republican, leader 

s 1 
2 President, Obama, senate, republican, leader, McConnell 

s 2 
2 Senate, leader, McConnell, president, Obama 
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Table 3 

Frequent patterns and their covering sentences with su

Frequent patterns Covering sentences Frequent

Obama s 1 
1 , s 2 

1 , s 1 
2 , s 2 

2 Obama r

McConnel s 1 
1 , s 1 

2 , s 2 
2 Senate le

Senate s 1 
1 , s 1 

2 , s 2 
2 Leader p

Leader s 1 
1 , s 2 

1 , s 1 
2 , s 2 

2 Obama p

President s 2 
1 , s 1 

2 , s 2 
2 Obama s

Republican s 1 
1 , s 2 

1 , s 1 
2 Obama M

Obama McConnel s 1 
1 , s 1 

2 , s 2 
2 Leader M

Obama senate s 1 
1 , s 1 

2 , s 2 
2 Obama M

McConnel leader s 1 
1 , s 1 

2 , s 2 
2 Obama r

McConnel senate s 1 
1 , s 1 

2 , s 2 
2 Obama p

Obama leader s 1 
1 , s 2 

1 , s 1 
2 , s 2 

2 Obama l

Republican leader s 1 
1 , s 2 

1 , s 1 
2 
In all, there are 23 frequent patterns. Not all frequent patterns

n Table 3 are useful. For example, pattern {leader} always occurs

ith term “Obama”, i.e., the shorter pattern {Obama} is always part

f the longer pattern {leader, Obama} in all its covering sentences.

herefore, the shorter one, {Obama}, is a redundant pattern, and

e only keep the longest patterns, namely closed patterns. After

runing non-closed patterns, we only have four closed patterns,

hich are shown in bold font. 

We shall point out that a pattern is different from N-gram or

erm co-occurrence. N-gram is a contiguous sequence of n terms

rom a given set of sentences, and pattern allows flexible gaps be-

ween items. Term co-occurrence only considers the frequency be-

ween two words, and a pattern is a set of ordered items that ap-

ear frequently together in a set of sentences. 

.2.2. Sentence representation 

In this section, we will represent all sentences using closed pat-

erns. At first, we introduce the composition operation ⊕. Let ts be

 term-weight pair composing of a set of terms and their weights,

uch as {( t 1 , a 1 ),…,( t i ,a i ),…,( t x ,a x )}, where t i denotes a single term,

nd a i is its weight. A closed pattern can be expressed as a term-

eight pair. 

efinition 5. Let p i = {( t 1 ,…, t i ,…, t m 

),{ s 1 ,…, s j ,…, s y }} denote a

losed pattern, where m is the number of the terms, and y is the

umber of its covering sentences. The weight of the closed pattern

an be calculated as follows: 

 ( p i ) = | coverSent ( p i ) | ∗ | cov erDoc ( p i ) | /N (1)
p = 3. 

 patterns Covering sentences 

epublican s 1 
1 , s 2 

1 , s 1 
2 

ader s 1 
1 , s 1 

2 , s 2 
2 

resident s 2 
1 , s 1 

2 , s 2 
2 

resident s 2 
1 , s 1 

2 , s 2 
2 

enate leader s 1 
1 , s 1 

2 , s 2 
2 

cConnel leader s 1 
1 , s 1 

2 , s 2 
2 

cConnel senate s 1 
1 , s 1 

2 , s 2 
2 

cConnel senate s 1 
1 , s 1 

2 , s 2 
2 

epublican leader s 1 
1 , s 2 

1 , s 1 
2 

resident leader s 2 
1 , s 1 

2 , s 2 
2 

eader McConnel senate s 1 
1 , s 1 

2 , s 2 
2 
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Algorithm 1 SentRep( U, sup ). 

Input : a collection document D that consists of a set of sentences U = { s 1 , s 2 ,…, s n }, minimum 

support sup ; 

Output: the term-weight pairs of all sentences TW = {tw(s 1 ), tw(s 2 ), …,tw( s n )}. 

1: P ← closedMining( U, sup ); 

2: for each p i ∈ P do 

3: w( p i ) = |coverSent( p i )| 
∗|coverDoc ( p i )|/ N ; 

4: end 

5: TW ← ∅ ; 
6: for each p i ∈ P do 

7: for each sentence s j ∈ coverSent( p i ) 

8: tw ( s j ) ← tw ( s j ) ⊕ w( p i ); 

9: end 

10: end 

11: return TW ; 
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where |coverSent( p i )| is the number of p i ’s covering sentences,

| coverDoc ( p i )| is the number of p i ’s covering documents, and N is

the number of all documents. Through this formula, one closed

pattern existing in more documents will have a higher weight than

the other closed pattern existing in fewer documents under the

same support. 

For example, closed pattern {Obama, republican, leader} and its

covering sentences ( s 1 
1 , s 2 

1 , s 1 
2 ) in Table 3 can be represented as

one term-weight pair, tw = {(Obama, 3), (republican, 3), (leader, 3)},

where 3 is the weight of this closed pattern according to ( 1 ). 

Definition 6. Let tw 1 = {( t 1 , a 1 ),…,( t i ,a i ),…,( t x ,a x )} and tw 2 =
{( w 1 , b 1 ),…, ( w j ,b j ),…,( w y ,b y )} be two term-weight pairs associated

to two patterns, the composition operation ⊕ between tw 1 and

tw 2 , tw 1 ⊕tw 2 denoted as, 

 w 1 ⊕ t w 2 = { ( t i , a i + b j ) | ( t i , a i ) εt w 1 , ( w j , b j ) εt w 2 , t i = w j } 

∪ 

{ 

( t i , a i ) | ( t i , a i ) εt w 1 , t i / ∈ 

y ⋃ 

j=1 

w y 

} 

∪ 

{ 

( w j , b j ) | ( w j , b j ) εt w 2 , w j / ∈ 

x ⋃ 

i =1 

t i 

} 

(2)

The composition operation is interchangeable, namely, tw 1 ⊕
tw 2 = tw 2 ⊕ tw 1 . Here, tw 1 ⊕∅ = tw 1 , where ∅ represents null. 

For example, if tw 1 = {( t 1 ,3),( t 2 ,2),( t 4 ,4)}, tw 2 =
{( t 2 ,5),( t 3 ,2),( t 5 ,1)}, we have tw 1 ⊕ tw 2 = {( t 1 ,3),( t 2 ,7), ( t 3 ,2),

( t 4 ,4), ( t 5 ,1)}. 

Let { tw 1 , tw 2 ,…, tw e } be the term-weight pairs of closed pat-

terns from all sentences U in D . Here, we only use a closed pattern

whose size is more than 1, because it can capture the semantic

relationship of terms. Let { t w i 1 
, t w i 2 

, . . . , t w i r } be the set of closed

patterns with respect to sentence s i , where 1 ≤ i 1 , i 2 , …, i r ≤ e .

Finally, the representation of sentence s i can be obtained using the

following formula: 

 w ( s i ) = t w i 1 ⊕ t w i 2 ⊕ · · · ⊕ t w i r (3)

For example, using Table 3 , the term-weight pairs of all closed

patterns are expressed as, 

tw 1 = {(Obama, 4), (leader, 4)}, tw 2 = {(Obama, 3), (republican,

3), (leader, 3)}, tw 3 = {(Obama, 3), (president, 3), (leader, 3)},

tw 4 = {(Obama, 3), (leader, 3), (McConnel, 3), (senate, 3)}. 

Definition 7. A sentence is a set of term-weight pairs that appear

in this sentence. 

For example, using tw 1 , tw 2 , tw 3 in Table 3 , we have s 1 
1 = { tw 1 ,

tw 2 , tw 4 }, s 2 
1 = { tw 1 , tw 2 , tw 3 }, s 1 

2 = { tw 1 , tw 2 , tw 3 , tw 4 }, s 2 
2

= { tw 1 , tw 3 , tw 4 }. Then we can obtain the representation of each

sentence below, 
tw( s 1 
1 ) = {( senate, 3), (leader, 10), (Obama, 10), (republican, 3),

(McConnel, 3)}, 

tw(s 2 
1 ) = {(Obama, 10), (republican, 3), (president, 3), (leader,

10)}, 

tw(s 1 
2 ) = {senate, 3), (McConnel, 3), (leader, 13), (Obama, 13),

(republican, 3), (president, 3)}, 

tw(s 2 
2 ) = {(senate, 3), (leader, 10), (Obama, 10), (president, 3),

(McConnel, 3)}. 

Algorithm 1 describes the process of obtaining the set of sen-

ence representation. For all sentences in a document collection, all

losed patterns P are discovered using closed pattern mining algo-

ithm (e.g. CloSpan [44] , AGraP [13] , SPMW [42] ) in Step 1, which

eturns all closed patterns and their corresponding covering sen-

ences. The weight of each pattern in P can be calculated using ( 1 )

rom Steps 2 to 4. Thereafter, from Steps 6 to 10, the representa-

ion of each sentence in U can be obtained using ( 3 ). 

Let n be the number of all sentences, e be the number of closed

atterns, l be the average number of the covering sentences of

ach closed pattern, and k be the average number of terms of each

entence. Step 1 calls the algorithm of closed pattern mining that

akes O( CP ), where CP is the time complexity of the algorithm of

losed pattern mining. It takes O( el ) from Steps 2 to 4 and O( n )

t Step 5. The ⊕ operation takes O( k 2 ) at most. So it takes O( elk 2 )

rom Steps 6 to 10. Therefore, the time complexity of sentence rep-

esentation is O( CP + n + ( el + elk 2 ) = O( CP + n + elk 2 ). 

.3. Sentence ranking 

Each sentence has been represented using term-weight pairs.

n this step, pattern-based summarization ranks all sentences ac-

ording to their sentence representation. The basic idea of sentence

anking is that these sentences will have high scores that contain

ore closed patterns with high weight. Let s j 
i be the j th sentence

n document d i . Hence, the score of the sentence s j 
i is denoted as

core( s j 
i ) and defined as follows: 

core 
(
s i j 
)

= 

weight(s i 
j 
) 

| s i 
j 
| ×

(
1 − j − 1 

| d i | 
)

, (4)

here weight( s j 
i ) is a weight assigned to the sentence s j 

i using the

eighting scheme described in Section 3.4 . | s j 
i | is the number of

ords in sentence s i . The aim is to get the highest average weight

hat is calculated as weight( s j 
i ) divided by | s j 

i | . By multiplying “1 −
j−1 
| d i | ”, we integrate the position of each sentence in its document

nto the sentence ranking. Intuitively, the starting sentences in a

ocument contain more new information than the following sen-

ences. Through the second part of Eq. (4 ), the first sentence of

 document gets maximum value, and the last sentence gets the

inimum value. For example, in Table 1 , the value of s 1 is 1,
1 
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Algorithm 2 PatSum( D , sup, L ). 

Input : a collection document D that consisted of a set of sentences U = { s 1 , s 2 ,…, s n }, 

minimum support sup , limitation length L ; 

Output: Summary (S) 

1: TS ← SentRep( D, sup ); 

2: R ← 0; 

3: for each p l ∈ P do 

4: for any two sentences s i , s j ∈ cover Sent ( p l ) 

5: R ij ← R ij + |p l | ×w ( p l ); 

6: end 

7: end 

8: S ← ∅ ; 
9: len ← 0; // record the length of S 

10: when len < L 

11: highScore ← 0; // record the highest score 

12: id ← 0; // record the id of the sentence owns the highest score 

13: for each s i ∈ U and i �∈ S do 

14: weight( s i ) = λ
k ∑ 

j = 1 
a i 

j 
− (1 − λ) max 

s j ∈ S 
R i j ;

15: score( s i ) = formula 4; 

16: if score ( s i ) > highScore then id = i, highScore = score( s i ); 

17: end for 

18: S = S ∪ { id }; 

19: len = len +| s id | ; 

20: end when 

21: return S ; 
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m  
nd the value of s 2 
1 is 0.5 when only computing the second part

f Eq. (4 ). 

From the closed patterns, we know that they represent these

erms with high frequency in the document collection. And the

eight of each sentence is decided by the number of closed pat-

erns belonging to the sentence and the support of each closed

attern. Thus, we can draw a conclusion that these sentences con-

aining more closed patterns have high scores. Note that the sen-

ences that do not contain any closed patterns have minimal scores

i.e., 0). 

.4. Sentence selection 

Given the result of sentence ranking, we focus on generating

he summary of the document collection considering both content

overage and non-redundancy, until a given length of the summary

s reached. For reducing redundancy in the summary, some meth-

ds measure the similarity of next candidate sentence to that of

reviously selected ones, and select it if its similarity is below a

hreshold [31] . The most popular method is maximal marginal rel-

vance (MMR), which was first introduced in query-based summa-

ization [8] . At each iteration, MMR tries to select sentences that

re dissimilar from the ones already selected. As our method is

ot query-based, we adapt the former selection strategy. 

The most popular method of computing sentence similarity in

MR is the term frequency–inverse sentence frequency (TF–ISF) of

he candidate terms [8,23] . As sentences are very short compar-

ng to text, most terms only have one occurrence in a sentence.

herefore, TF of TF–ISF cannot play a role in computing sentence

imilarity. So TF–ISF can hardly make a distinction without con-

idering the context information of each term. We thus propose a

ew method of computing sentence similarity using their common

losed patterns. 

Here, let U = { s 1 , s 2 ,…, s n } be all sentences in D . We use an adja-

ency matrix R to describe sentence–sentence similarity with each

ntry corresponding to the weight of a link in Fig. 1 . R = [ R ij ] n ×n 

s defined as follows: 

 i j = 

e ∑ 

l = 1 
{| p l | × w ( p l ) | p l ∈ s i ∩ p l ∈ s j } , (5) 

here R ij is the similarity value of sentence s i and sentence s j , and

 p | is the number of terms in pattern p . Through this formula,
l l 
he similarity value between sentences is generated based on

heir common closed patterns and the distribution of these closed

atterns. 

Let s i be an arbitrary sentence in U whose representation is

s( s i ) = { (t i 
1 
, a i 

1 
) , . . . , (t i 

k 
, a i 

k 
) } , and S is the set of sentences already

elected. The weight of each sentence is calculated as: 

eight ( s i ) = λ
k ∑ 

j = 1 
a i j − (1 − λ) max 

s j ∈ S 
R i j , (6) 

here λ is a user-specified parameter that controls the tradeoff

etween content coverage and non-redundancy: if λ = 1, the con-

ent coverage is highlighted; if λ = 0, only the non-redundancy is

onsidered. The impact of λ on the summarization performance is

iscussed in Section 4 . 

Pattern-based summarization adopts ( 4 ) to rank sentences. Us-

ng the ranking function, we iteratively select the top |S| sentences

aving the highest scores, where the length of these | S | sentences

ust be less than or equal to the length limitation L . 

The main process of pattern-based summarization (Pat-

um) is illustrated in Algorithm 2 . Step 1 calls SentRep (see

lgorithm 1 ). Steps 3 to 7 compute sentence similarity, which

akes O( ek 2 ), where e is the number of the closed patterns, and

 is the average number of terms of each sentence. Steps 13 to

7 rank sentence, whose time complexity is O( n ). Steps 10 to 20

ake O(| S | n ), where |S| be the number of sentences in summary.

he time complexity of Algorithm 2 is O( ek 2 + | S | n ). 

Based on the time complexity of Algorithms 1 and 2 , the to-

al time complexity of PatSum is O( CP + n + elk 2 + ek 2 + | S | n ) =
( CP + elk 2 +| S | n ). 

. Experimental results 

We implemented pattern-based summarization in JAVA. All the

xperiments are performed on a Windows machine with an Intel

.9 GHz CPU and 8GB memory. 

.1. Experiment setting 

In order to assess the effectiveness of our method for

ulti-document summarization, we use the standard benchmark
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Table 4 

ROUGE values for methods using DUC2004 dataset. 

Summarizer ROUGE-2 ROUGE-4 

Recall Precision F-measure Recall Precision F-measure 

Top ranked DUC2004 peers peer124 0 .083 ∗ 0 .081 ∗ 0 .082 ∗ 0 .012 ∗ 0 .012 ∗ 0 .012 ∗

peer65 0 .092 ∗ 0 .091 ∗ 0 .091 ∗ 0 .015 ∗ 0 .015 ∗ 0 .015 ∗

peer19 0 .080 ∗ 0 .081 ∗ 0 .080 ∗ 0 .010 ∗ 0 .010 ∗ 0 .010 ∗

peer44 0 .076 ∗ 0 .079 ∗ 0 .077 ∗ 0 .012 ∗ 0 .013 ∗ 0 .012 ∗

peer81 0 .081 ∗ 0 .079 ∗ 0 .080 ∗ 0 .013 ∗ 0 .013 ∗ 0 .013 ∗

peer104 0 .086 ∗ 0 .084 ∗ 0 .085 ∗ 0 .011 ∗ 0 .011 ∗ 0 .011 ∗

TexLexAn 0 .067 ∗ 0 .067 ∗ 0 .067 ∗ 0 .007 ∗ 0 .007 ∗ 0 .007 ∗

ItemSum 0 .083 ∗ 0 .085 ∗ 0 .084 ∗ 0 .012 ∗ 0 .014 ∗ 0 .014 ∗

Baseline 0 .092 ∗ 0 .091 ∗ 0 .092 ∗ 0 .014 ∗ 0 .014 ∗ 0 .014 ∗

Yago 0 .095 ∗ 0 .094 ∗ 0 .095 ∗ 0 .017 ∗ 0 .017 ∗ 0 .017 ∗

MSSF 0 .098 0 .098 0 .098 0 .017 ∗ 0 .017 ∗ 0 .017 ∗

PatSum 0 .102 0 .102 0 .102 0 .020 0 .020 0 .020 

DUC2004 Humans A 0 .088 ∗ 0 .092 ∗ 0 .090 ∗ 0 .009 ∗ 0 .010 ∗ 0 .010 ∗

B 0 .091 ∗ 0 .096 ∗ 0 .092 ∗ 0 .013 ∗ 0 .013 ∗ 0 .013 ∗

C 0 .094 ∗ 0 .102 0 .098 ∗ 0 .011 ∗ 0 .012 ∗ 0 .012 ∗

D 0 .100 0 .106 0 .102 0 .010 ∗ 0 .010 ∗ 0 .010 ∗

E 0 .094 ∗ 0 .099 0 .097 0 .011 ∗ 0 .012 ∗ 0 .012 ∗

F 0 .086 ∗ 0 .090 ∗ 0 .088 ∗ 0 .008 ∗ 0 .009 ∗ 0 .009 ∗

G 0 .082 ∗ 0 .087 ∗ 0 .084 ∗ 0 .008 ∗ 0 .008 ∗ 0 .007 ∗

H 0 .101 0 .105 0 .103 0 .012 ∗ 0 .013 ∗ 0 .012 ∗
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DUC2004 dataset, which is from Document Understanding Confer-

ence (DUC) ( http://duc.nist.gov ) for generic summarization evalu-

ation. There are 50 document clusters in DUC2004, where each

cluster consists of 10 English documents. To evaluate automatic

methods, DUC2004 provides at least four human-generated sum-

maries in each cluster. Participants to the DUC2004 contest sub-

mitted their own summaries and were evaluated against human-

generated summaries. 

The preprocessing of DUC2004 dataset is as follows. All docu-

ments are segmented into sentences using a script distributed by

DUC. In our experiments, stop-words are removed using the stop-

word list 1 and the remaining words are stemmed using Porter’s

scheme 2 . 

We use the ROUGE toolkit [21] (version 1.5.5) to evaluate the

summarization performance, which is adopted by DUC as the of-

ficial metric for document summarization 

3 . ROUGE evaluates the

quality of a summary by counting the unit overlaps between the

candidate summary and a set of human-generated summaries.

The summary that achieves the highest ROUGE score is consid-

ered to be the most similar to the human-generated summary.

To carry out a fair comparison, we normalize the generated sum-

maries by truncating each of them at 665 bytes before using the

ROUGE toolkit. As previously done in these literatures [4,5] , we

also choose the ROUGE-2 and ROUGE-4 representative scores [21]

in this paper. 

4.2. Evaluation results on DUC2004 

We compare our method with systems participated in

DUC2004, four newly proposed methods, one commonly

used method, and 8 human-generated summaries provided by

DUC2004. 

(1) 35 methods: automatic multi-document summarization par-

ticipated in DUC2004. 

(2) 8 human-generated summaries: provided by the DUC2004. 

(3) TexLexAn : one widely used open source text summarization

[35] . 
1 ftp://ftp.cs.cornell.edu/pub/smart/english.stop . 
2 http://www.tartarus.org/martin/Porter-Stemmer . 
3 The provided command is: ROUGE-1.5.5.pl -e data -x -m -2 4 -u -c 95 -r 10 0 0 

-n 4 -f A -p 0.5 -t 0 -d -a. 

(  

h  

e  

a  

S  
(4) ItemSum: based on frequent itemsets and tf-idf [4] . 

(5) MSSF: based on submodular functions [18] . 

(6) Yago-based summarization (Yago): relies on an ontology-

based selection of the sentences [5] . 

(7) Baseline: A baseline version of Yago-based summarization,

which adopts an established term relevance evaluator, i.e.,

TF–ISF score, rather than ontology-based score [5] . 

(8) Pattern-based summarization (PatSum): proposed by this

paper. 

For all existing methods we tune the algorithm parameters to

heir average best performance by following the instructions given

y the authors. For pattern-based summarization (PatSum), two

arameters λ and minimal support ( sup ) are set to 0.5 and 4, re-

pectively. In Section 4.4 , we analyze the impact of both parame-

ers on pattern-based summarization performance in detail. 

As there are 35 methods provided by DUC2004, we only select

ix methods with the highest scores. Table 4 shows the results of

ll methods including the six top-ranked methods in the DUC2004

ontest, TexLexAn, ItemSum, Baseline, Yago-based summarization,

SSF, pattern-based method (PatSum), and eight human-generated

ummaries. 

To validate the statistical significance of the pattern-based sum-

arization performance improvement against other methods, we

erformed the paired t-test [10] at 95% significance level for all

f the evaluated measures. If a method is statistically worse than

atSum, it is marked with a star ( ∗). The bold entries represent

he best performing methods separately for automatic and human-

enerated summaries in terms of each ROUGE evaluator and

easure. 

As shown in Table 4 , we can see that the performance of

atSum is better than other methods in terms of the results of

OUGE-2 (Recall, Precision, and F-measure) and ROUGE-4 (Recall,

recision, and F-measure) metrics. Based on all the ROUGE metrics,

atSum achieves the best performance (0.102 and 0.020). Among

erm-based methods, the closest method to PatSum is MSSF that

akes advantage of the submodularity to modify the general greedy

lgorithm when choosing sentences. Yago-based summarization

Yago) that relies on Yago ontological knowledge base [34] also

as better performance. Ontology has been used to identify the

ntities in Yago-based summarization. Although PatSum does not

dopt additional knowledge, PatSum still outperforms Yago. Pat-

um has better performance than a baseline version of Yago-based

http://duc.nist.gov
http://ftp://ftp.cs.cornell.edu/pub/smart/english.stop
http://www.tartarus.org/martin/Porter-Stemmer
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Fig. 3. Comparison of the methods in terms of ROUGE-2 and ROUGE-4 F-measures. 

Table 5 

Comparison of PatSum with other automatic methods. 

Summarizer ROUGE-2 ROUGE-4 

Recall Precision F-measure Recall Precision F-measure 

Top ranked DUC2004 peers peer124 +0 .19 +0 .21 +0 .20 +0 .08 +0 .08 +0 .08 

peer65 +0 .11 +0 .12 +0 .12 +0 .33 +0 .33 +0 .33 

peer19 +0 .28 +0 .26 +0 .28 +1 .00 +1 .00 +1 .00 

peer44 +0 .34 +0 .29 +0 .32 +0 .67 +0 .54 +0 .67 

peer81 +0 .26 +0 .29 +0 .28 +0 .54 +0 .54 +0 .54 

peer104 +0 .19 +0 .21 +0 .20 +0 .82 +0 .82 +0 .82 

TexLexAn +0.52 +0 .52 +0 .52 +1 .86 +1 .86 +1 .86 

ItemSum +0.23 +0 .20 +0 .21 +0 .67 +0 .43 +0 .43 

Baseline +0.11 +0 .12 +0 .11 +0 .43 +0 .43 +0 .43 

Yago +0.07 +0 .09 +0 .07 +0 .18 +0 .18 +0 .18 

MSSF +0.04 +0 .04 +0 .04 +0 .18 +0 .18 +0 .18 
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ummarization compared to Yago. It means that ontology is useful

or Yago. Hence, pattern-based ranking and selection strategies are

ore effective than other strategies. 

We also compare PatSum with the six top-ranked methods in

he DUC2004 contest. It is clear that PatSum outperforms all the

ethods from DUC2004. We further compare our results with

he eight human-generated summaries. We see that in terms

f ROUGE-2 F-measure, only one out of eight outperforms our

ethod, and none outperforms our method in terms of ROUGE-4. 

For better demonstration of the results, Fig. 3 visually illus-

rates the comparison. Note that we subtracted the ROUGE scores

f the worst method TexLexAn in all automatic methods and added

he number 0.01 in these figures, thus the difference can be ob-

erved more clearly. We show ROUGE-2 and ROUGE-4 F-measures

n Fig. 3 . 

.3. Result analysis 

A more detailed comparison is discussed in this section. We

dopt the relative improvement that is defined as ( b − a )/ a , when

 is compared to a . In our experiments, b is PatSum, and a is the

ethod we compare with. Table 5 shows the results of PatSum
ompared with other automatic methods in terms of ROUGE-2 and

OUGE-4. 

In Table 5 “+” means the result outperforms and “−” means the

pposite. Compared to ontology-based method, we see that Pat-

um improves the performance by 0.07, 0.09, 0.07, 0.18, 0.18 and

.18, respectively, compared with the state-of-the-art Yago-based

ummarization. Compared to the best method MSSF of term-based

ethods, PatSum improves the performance by 0.04, 0.04, 0.04,

.18, 0.18 and 0.18, respectively. In addition, in Table 5 , we have

he following observations: 

1) Although ItemSum exploits frequent itemsets, PatSum is bet-

ter than ItemSum . Usually a general pattern occurs more fre-

quently than a specific pattern. PatSum takes advantage of this

property and achieves better performance than ItemSum. The

promising results can be explained that PatSum can deal with

the problem of low frequency. We calculate sentence weights

with respect to the distribution of closed patterns rather than

their distributions in the document collection. In Section 4.5 ,

we will show the results when using frequent itemsets based

on our strategy. We can see that PatSum using frequent item-

sets outperforms ItemSum, which clearly shows that the low

frequency information is very important for multi-document
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Fig. 4. Impact of λ on the pattern-based method performance under sup = 4. 

Fig. 5. Impact of sup on the pattern-based method performance under λ = 0.5. 
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summarization. In addition, there are a lot of redundant pat-

terns among frequent itemsets compared to closed patterns. 

2) PatSum performs better than Yago, and Yago outperforms most

of term-based methods (DUC2004 peers, TexLexAn, Baseline).

Because term-based methods have the problems of polysemy

and synonymy, Yago captures the semantic information of

terms. As a document collection usually comes from the same

topic, Yago relies on Wikipedia utilizes too many resources and

ignores the context information of the current document collec-

tion. Yago is restricted to specific application domains because

it cannot attain the semantic meanings for terms that do not

belong to its ontology. Meanwhile, the construction of ontology

can be prohibitively expensive. On the other hands, PatSum can

effectively capture the correlations among the words, and also

do not require additional resources. Therefore, PatSum outper-

forms Yago. 

3) PatSum outperforms all term-based methods including

TexLexAn, Baseline, and MSSF. Among the term-based meth-

ods, MSSF has the best performance which greedily chooses

the sentences using submodular functions. But, compared to

term-based methods, PatSum outperforms all these methods,

because term-based methods suffer from the problems of

polysemy and synonymy. 

4.4. Parameter setting 

The user-specified parameters ( λ and sup ) could affect the per-

formance of PatSum. Therefore, for analyzing their impact on Pat-

Sum, we carry out the experiments with different parameters. The

experiments are divided into two categories: one by varying the

value of λ in the range [0.2, 0.7] under sup = 4; the other by vary-

ing the value of sup in the range [2, 7] under λ = 0.5. 

In Fig. 4 , the performance of PatSum is shown, as the value

of the parameter λ changes. When increasing the value of λ,
he performance increases first, and declines finally. The function

f λ controls the tradeoff between content coverage and non-

edundancy. If the value of λ is a small number, the performance

f PatSum has receded dramatically, because PatSum does not re-

uce much information redundancy through Formula 6. If the λ
alue surpasses a certain threshold value (e.g., 0.5), it is difficult to

emove the redundancy among sentences. As both coverage and

on-redundancy are critical for summarization, the best perfor-

ance through the experiments is achieved by setting λ equals

.5 under sup = 4 for a good trade-off between coverage and non-

edundancy. 

Fig. 5 shows the results of pattern-based method by varying the

alue of minimal support ( sup ). We can see that the best perfor-

ance is achieved when sup = 4. Furthermore, the results remain

elatively stable when λ ranges between 2 and 7. Since our strat-

gy can solve the problem of low frequency, it means that Pat-

um is hardly influenced by the minimum support. When sup is

ufficiently large, the results are lower than the original results,

ecause only few patterns are generated when support is greater

han 6. 

.5. Different representation 

In our model, we represent all sentences using closed patterns,

nd compute their scores. We have conducted some experiments

ith frequent itemsets, closed itemsets and frequent patterns to

tudy whether they influence the performance of the algorithm.

able 6 illustrates the experimental results, and the best results of

ach representation are shown in bold font. 

We can see that all these strategies are quite effective compared

ith the state-of-the-art methods. The method using frequent pat-

erns outperforms the method using frequent itemsets, and Pat-

um outperforms closed itemsets. The reason is that, term order is

seful for the summarization, which is not considered by itemsets.
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Table 6 

Performance with different conditions. 

Summarizer Parameter ROUGE-2 ROUGE-4 

Recall Precision F-measure Recall Precision F-measure 

Frequent itemsets λ = 0.4, sup = 6 0 .098 0 .097 0 .098 0 .018 0 .018 0 .018 

λ = 0.4, sup = 7 0 .099 0 .098 0 .098 0 .017 0 .017 0 .017 

λ= 0.5, sup = 6 0 .010 0 .010 0 .010 0 .019 0 .019 0 .019 

λ = 0.5, sup = 7 0 .097 0 .097 0 .097 0 .018 0 .018 0 .018 

λ = 0.6, sup = 6 0 .093 0 .092 0 .092 0 .018 0 .018 0 .018 

λ = 0.6, sup = 7 0 .090 0 .090 0 .090 0 .016 0 .016 0 .016 

Frequent patterns λ = 0.4, sup = 4 0 .098 0 .098 0 .098 0 .018 0 .018 0 .018 

λ = 0.4, sup = 5 0 .099 0 .098 0 .099 0 .018 0 .018 0 .018 

λ= 0.5, sup = 4 0 .010 0 .010 0 .010 0 .019 0 .019 0 .019 

λ = 0.5, sup = 5 0 .098 0 .098 0 .098 0 .019 0 .019 0 .019 

λ = 0.6, sup = 4 0 .096 0 .096 0 .096 0 .019 0 .019 0 .019 

λ = 0.6, sup = 5 0 .096 0 .096 0 .096 0 .018 0 .018 0 .018 

Closed itemsets λ = 0.4, sup = 4 0 .099 0 .098 0 .098 0 .018 0 .018 0 .018 

λ = 0.4, sup = 5 0 .098 0 .098 0 .098 0 .018 0 .018 0 .018 

λ = 0.5, sup = 4 0 .101 0 .101 0 .101 0 .019 0 .019 0 .019 

λ = 0.5, sup = 5 0 .099 0 .099 0 .099 0 .019 0 .019 0 .019 

αλ = 0.6, sup = 4 0 .098 0 .098 0 .098 0 .019 0 .019 0 .019 

λ = 0.6, sup = 5 0 .099 0 .099 0 .099 0 .020 0 .020 0 .020 

PatSum λ = 0.3, sup = 5 0 .102 0 .102 0 .102 0 .020 0 .020 0 .020 

M  

a  

t  

t  

s

5

 

s  

s  

m  

t  

m  

C  

t  

o  

l  

m  

m  

t  

m  

i  

d  

u  

a  

m  

m  

s

A

 

g  

e  

C  

(

R

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

[  

 

 

eanwhile, these two methods using closed itemsets or patterns

re superior to the other two methods. This suggests that removing

he redundant patterns is critical for summarization. Taking these

wo aspects into consideration, PatSum chooses closed patterns for

ummarization. 

. Conclusion 

Term-based methods suffer from the problems of polysemy and

ynonymy, and ontology-based approaches are often restricted in

pecific application domains. In this paper, we propose a novel

ethod for multi-document summarization based on closed pat-

erns, namely pattern-based summarization (PatSum), which si-

ultaneously considers content coverage and non-redundancy.

ompared to term-based methods, PatSum can capture more con-

extual semantic information than individual terms. Compared to

ntology-based methods, PatSum not only can capture the corre-

ations among the words, but also do not require additional infor-

ation. Experimental results have shown that pattern-based sum-

arization outperforms not only term-based methods and all par-

icipating systems on DUC2004 datasets, but also ontology-based

ethod. Multi-document summarization can extract a particular

ndividual’s opinions in the form of closed patterns, from this in-

ividual’s documents shared in social networks, hence provides a

seful tool for further analyzing the individual’s influence in group

ctivities. In the future, we plan to extend our work to query-based

ulti-document summarization and multi-document update sum-

arization, with applications to behavior and influence analysis in

ocial networks. 
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