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Hierarchical Spatio-Temporal Pattern Discovery
and Predictive Modeling
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Abstract—We propose a new approach, CCRBoost, to identify the hierarchical structure of spatio-temporal patterns at different
resolution levels and subsequently construct a predictive model based on the identified structure. To accomplish this, we first obtain
indicators within different spatio-temporal spaces from the raw data. A distributed spatio-temporal pattern (DSTP) is extracted from a
distribution, which consists of the locations with similar indicators from the same time period, generated by multi-clustering. Next, we
use a greedy searching and pruning algorithm to combine the DSTPs in order to form an ensemble spatio-temporal pattern (ESTP). An
ESTP can represent the spatio-temporal pattern of various regularities or a non-stationary pattern. To consider all the possible
scenarios of a real-world ST pattern, we then build a model with layers of weighted ESTPs. By evaluating all the indicators of one
location, this model can predict whether a target event will occur at this location. In the case study of predicting crime events, our results
indicate that the predictive model can achieve 80% accuracy in predicting residential burglary, which is better than other methods.

Index Terms—Spatio-temporal Pattern, Hierarchical Learning, Predictive Model, Crime Forecasting
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1 INTRODUCTION

A spatio-temporal (ST) pattern is regarded as the re-
peated sequence or association of certain ST events

or ST features [1], [2], [3]. To identify these sequences or
associations, such as the ST patterns of crime occurrences
[4], appropriate distance-based and duration-based mea-
surements are needed to constrain the size or shape of the
pattern. Real-world ST patterns can be of different sizes and
shapes over time, and non-uniformly distributed over space.
This nonstationarity property of ST patterns was recognized
by Ratcliffe in the study of crime patterns [5] and has
been mentioned in climate studies [6], [7]. In the paper,
we propose a new approach, named Cluster-Confidence-
Rate-Boosting (CCRBoost). Our approach (1) mitigates the
nonstationarity in identifying ST pattern by constituting an
ST pattern as a hierarchical structure (see Figure 1) and (2)
constructs a predictive model based on this hierarchically
learned pattern. Specifically, we identify the local abstracted
patterns from distributed representations and then hier-
archically learn a global ensemble pattern built upon the
identified local patterns [8].
To begin, we gather the indicators from the original data.
These indicators are spatio-temporal features because each
indicator represents an underlying factor of a spatio-
temporal context. For instance, if a pattern of drunk-driving
incidents frequently occurs in locations near bars, one indi-
cator that can be used in this pattern is the number of bars
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Fig. 1. (a) The hierarchical structure of an ST pattern. We propose using
Distributed Spatio-Temporal Patterns (DSTPs) to capture the hierarchi-
cal structure of an ST pattern and then constructing a predictive model
based on this hierarchical structure. (b) An example of the ST pattern
is the occurrences of drunk-driving incidents. The number of bars, the
day of the week, whether there is a sporting event, 911 calls, and other
factors are used as the ST features. The leftmost DSTP represents a
local pattern of the drunk-driving incidents occurring near bars during
weekends. The leftmost ESTP (Scenario 1) represents a global pattern
of drunk-driving incidents near bars during weekend game nights. Com-
bining the different scenarios, a hierarchical ST pattern of drunk-driving
incidents can be identified.
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Fig. 2. The flowchart of the proposed CCRBoost approach. It starts with the feature construction stage during which all indicators of different
time periods at each location are generated. Using the indicators of one location within the same time period, we construct a feature vector x⃗.
A Distributed Spatio-Temporal Pattern (DSTP) is extracted from the distribution of the locations with similar feature vectors. Next, we select the
most suitable DSTPs to build an Ensemble Spatio-Temporal Pattern (ESTP) via a greedy algorithm. Through boosting, we iteratively assign a
confidence-rate W to each ESTP as its weight and then combine all the ESTPs into one model. Finally, we construct a strong hypothesis H(x⃗)
based on this hierarchical model which is considered as a global spatio-temporal pattern. H(x⃗) is used to predict the occurrence of the target
events. (Best viewed in color)

near a certain location. We then define the novel concept
of distributed spatio-temporal pattern (DSTP). A DSTP
is embedded in a distribution consisting of the collective
locations with the similar indicators within the same time
period. Next, by applying the Negative-Sample-Trimming
theorem introduced in Theorem 2.3, we significantly reduce
the computational complexity in DSTP discovery.
After identifying all the DSTPs at different granularity levels
and different time periods, we build another hierarchy of
ST pattern by combining different DSTPs and define this
type of combination as an ensemble spatio-temporal pattern
(ESTP). Without applying any chronological or geographical
constraints during this hierarchical pattern construction, an
ESTP can represent the ST pattern of various regularities
or a non-stationary pattern. We formally define DSTP and
ESTP in Section 2.1.
Using only one ESTP is insufficient to capture the com-
plexity of a real-world ST pattern. For example, the drunk-
driving incidents frequently occur not only in locations near
bars on Saturday nights but also in locations near stadiums
or arenas during sports seasons. To consider all the possible
scenarios of an actual ST pattern, an ensemble learning
method is needed to build a model with multiple ESTPs.
The goal is to use this model to predict the occurrence of a
target event or incident at given locations. In Figure 2, we
give a broad view of our hierarchical model to illustrate the

proposed approach.

1.1 Challenges and Our Proposed Solutions

In order to build a hierarchical model, our CCRBoost ap-
proach addresses three difficult challenges: (1) To identify all
the DSTP candidates at various granularity levels and dif-
ferent time periods; (2) To select the most suitable DSTPs as
the combination for constructing an ESTP; (3) To formulate
the correlations of multiple ESTPs fitting into a predictive
model.
First, we design a multi-level clustering method to iden-
tify the local distributions at different granularity levels
by varying the number of clusters. These distributions are
not-mutually-exclusive sub-partitions from which the fea-
tures can be learned more efficiently [8]. Thus, our DSTP
discovery is embedded with a feature selection process
which chooses the most delegated indicators to represent
an underlying ST pattern. We then apply this method to the
chronologically dissected datasets in order to identify the
DSTPs at different timespan.
Not all DSTPs can be used to form the ESTPs. The DSTPs
learned at a local level could be redundant or overlapping at
a global level, or even irrelevant. Moreover, a real-world ST
pattern is a complex phenomenon which is difficult to cap-
ture within a single ESTP. To overcome the remaining two
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problems, we adopt a boosting approach, which embeds
with a greedy search algorithm to effectively select the most
representative DSTPs from the entire pool of DSTPs to form
an ESTP, to construct the predictive model by one layer of
ESTP at a time. In our design, each layer of ESTP is assigned
a confidence factor as its weight which is also the correlation
in this predictive model. By examining all the indicators
of one location, this model forecasts the occurrence of a
target event at this location. The theoretical analysis of this
boosting algorithm for hierarchical learning is illustrated
in Section 2.2 and the detailed discussion of the proposed
CCRBoost approach is given in Section 3.

1.2 Crime Pattern Discovery

In this research, we apply our proposed approach to crime
pattern identification and forecasting for three main reasons.
First, scientists are still longing to craft ways to foresee fu-
ture crime by studying crime patterns [4], [9], [10], [11], [12],
[13], [14]. Secondly, from the early findings of these studies,
evidence suggests that crime patterns are not only closely
associated with societal conditions but also tightly corre-
lated with spatial-temporal factors. Since our approach aims
to produce a predictive model using the spatial-temporal
patterns, forecasting crime is a very suitable application.
Finally, we have collaborated with a police department in
a large Northeastern city in the US to obtain 4-years of
historical crime data, from January 1st, 2006 to December
31st, 2009. These data are used to evaluate our approach.
Our experimental results show that the proposed predictive
model has achieved 80% on accuracy in predicting residen-
tial burglary. The results of our empirical evaluations are
provided in Section 4.
The proposed approach is a general way of hierarchically
identifying the ST pattern for predictive modeling, and is
not limited to forecasting crime. For example, it could be
modified and deployed to identify the formation patterns
of severe weather phenomena, such as floods, droughts, or
earthquakes. With our predictive model, people could be
given early warnings so that the damage caused by these
natural disasters might be mitigated. The conclusions and
future works of our research are presented in Section 6.

1.3 Contribution

In summary, our contributions are:

• We introduce the novel concept of underlying ST
pattern, named Distributed Spatio-Temporal Pat-
tern (DSTP). DSTPs are learned at different spa-
tial scales and different temporal spaces. We then
use the combinations of the DSTPs to represent
the more complex ST pattern, named Ensemble
Spatio-Temporal Pattern (ESTP), as the second
hierarchy. Finally, to consider different scenarios
of the occurrences of an ST event, we incorporate
different ESTPs to construct a hierarchical model.

• We propose the Cluster-Confidence-Rate-
Boosting (CCRBoost) approach which starts
with multi-clustering followed by local feature
learning processes to discover all possible DSTPs
from distributions of different shapes, sizes, and

time periods. Through these processes, we extract
the most suitable indicators for each DSTP to
represent the underlying factors of a pattern. Next,
we adopt a gradient descent boosting approach
embedded with a greedy search algorithm to
perform pattern selection in forming ESTPs
hierarchically and then build a layered predictive
model at the same time.

• We introduce Negative-Sample-Trimming, which
is implemented in our pattern selection to sig-
nificantly reduce the computational complexity in
finding the best DSTP combination to form an
ESTP. We also provide the theoretical analysis and
proof of this theorem.

• Using the real-world crime data, we have applied
our approach to predicting the occurrence of resi-
dential burglary incidences. The results show that
our proposed predictive model is able to obtain
80% accuracy. Meanwhile, through the visualiza-
tion of the chosen DSTPs used in the final pre-
dictive model, we verify that our approach does
identify the existing crime patterns and provides
better interpretation of the characteristics of the
crime.

TABLE 1
Mathematical Notations

fi An indicator
x⃗ The feature vector of an instance
y The class label of an instance
X The training dataset
K The clustering levels
M The total number of time periods
T The learning layers
r The rule-based classifier of a DSTP
Dt The weight distribution of X at layer t
W+ The total weight of the true positive instances
W− The total weight of the false positive instances
Rt The ESTP constructed at layer t
ĈR The confidence value of R. (Eq. 15)
Z The normalization factor (Eq. 7)
Z̃ The factor of the minimum Z (Eq. 16)
ht(x⃗) The hypothesis of Rt

H(x⃗) The final strong hypothesis
α The user-defined threshold

2 PROBLEM FORMULATION AND DEFINITIONS

Shown in Figure 3, one data instance is generated from a
spatio-temporal cube ranged in a location (grid cell) and
a timespan. A feature fi of an instance represents one
characteristic showing in this instance’s spatio-temporal
context. fi can be a real number, a boolean, or an ordinal
value. Let x⃗ = {f1, f2, . . . , fn} be the feature vector and
y = {1,−1} be the class label of an instance. A positive class
indicates the problem of interest, e.g. a crime hotspot. A
spatio-temporal dataset X is the collection of the instances
obtained from the studied locations and time periods.
We formulate the problem of spatio-temporal predictive
modeling as follows.
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Fig. 3. An illustration of the DSTP construction. x⃗ is a feature vector of an instance of one location (grid cell) consisting of the indicators f1, f2, . . . , fn.
Each instance has a class label y as the ground truth. Through the multi-clustering process, the instances with similar feature vectors in the same
time period are segmented into non-mutually-excursive sub-partitions. By projecting a sub-partition on the map, we can obtain a spatial distribution
(the grid cells filled with the same color). We learn a rule-based classifier from this type of spatial distribution to represent a Distributed Spatio-
Temporal Pattern. (Best viewed in color)

• Given: a spatio-temporal dataset X ; the training
and test instances drawn from X .

• Find: a classification model based on the training
instances.

• Objective: minimize classification errors generated
by evaluating the model on the test instances.

Our goal is to construct a predictive model, denoted as H ,
which takes an instance’s feature vector x⃗ as its input and
then outputs H(x⃗) as this instance’s predicted class label,
as shown in Figure 2. When H(x⃗) = y, we consider the
model to correctly predict the class label of this instance.
Therefore, we model the problem as a classification problem
and validate the model using the classification accuracy.

2.1 The Ensemble Distributed Spatio-Temporal Pattern
We group the instances with similar feature vectors at the
same time period into the same cluster. We assume that
there exists a pattern within each cluster. We learn a rule-
based binary classifier from this type of cluster to represent
an underlying local ST pattern of the class label y = 1. We
call this type of local spatio-temporal pattern a Distributed
Spatio-Temporal Pattern (DSTP) because this pattern exists
in the spatial distribution consisting of the locations with
similar characteristics. Since the DSTP is a rule-based pat-
tern, it is discriminative and interpretable by design. For
example, in Figure 3, if f1 is the number of bars, f2 indicates
the nighttime hours, and y = 1 means the occurrence of the
drunk-driving incident, then the leftmost DSTP represents
the drunk-driving pattern occurring at the locations with
more than three bars during the nighttime hours. Therefore,
only the most appropriate features are involved in a DSTP,
not all of them. We then formally define a DSTP as follows.

Definition 2.1. Distributed Spatio-Temporal Pattern
(DSTP): Let a group of instances with similar feature vectors

be denoted as C. A DSTP, denoted as r, is a rule-based binary
classifier learned from C. When a DSTP r is used to classify a
feature vector x⃗, we denote r(x⃗) = 1 if x⃗ is classified as a positive
class and r(x⃗) = −1 if x⃗ is classified as a negative class.

DSTPs can be learned from the sub-partitions at dif-
ferent similarity degrees to capture the local ST patterns
of different granularity levels. We further proposed the
Ensemble Spatio-Temporal Pattern (ESTP) to represent the
global ST patterns with various regularities. An ESTP is a
combination of multiple DSTPs, which represents a scenario
under certain circumstances. For example, in Figure 1, the
leftmost ESTP (Scenario 1) represents a global pattern of
drunk-driving incidents near bars during game nights on
the weekends. By considering DSTP’s classification result as
Boolean variable, we define an ESTP as the conjunction of
the DSTPs. Formally, an ESTP is defined as follows.

Definition 2.2. Ensemble Spatio-Temporal Pattern (ESTP):
An ESTP R is the conjunction of a group of DSTPs,
r1, r2, . . . , rn , with the following form:

R(x⃗) = {r1(x⃗) ∧ r2(x⃗) ∧ · · · ∧ rn(x⃗)}. (1)

R(x⃗) = 1, if and only if r1(x⃗) = 1 and r2(x⃗) = 1 and . . . and
rn(x⃗) = 1. Otherwise, R(x⃗) = −1.

2.2 Theoretical Background

To construct ESTPs and then collectively utilize the identi-
fied ESTPs, we incorporate a hierarchical learning process
based on the boosting algorithm. This process iteratively
chooses the best ESTP, denoted as Rt, at each layer t and
builds a predictive model with T layers of ESTPs at the
end of T iterations. From each Rt, we learn a hypothesis
ht where ht(x) ∈ R, x is a feature vector of an instance,
and R is the domain of real numbers. The sign of ht(x⃗) is
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regarded as the predicted label of the input instance. Thus,
if ht(x⃗) > 0 then the predicted class label is 1; if ht(x⃗) < 0
then the predicted class label is −1. We then use |ht(x⃗)| as
the prediction confidence. Let a training instance’s weight at
iteration t be Dt(i), feature vector be x⃗i, and class label be
yi. The objective is to find the best ht which yields the least
prediction error on training instances. In particular, we find
the best combination of DSTPs to construct an ESTP which
gives the best ht.
We normalize the weight distribution of the training in-
stance at each round t so that

∑
i Dt(i) = 1 which is the

probability distribution in the training space. We then define
the expected confidence value mt of hypothesis ht as:

mt = Ei∼Dt [yiht(x⃗i)] =
∑
i

Dt(i)yiht(x⃗i). (2)

When ht(x⃗i) has the correct prediction (a true positive or
a true negative), yiht(x⃗i) > 0. Otherwise, yiht(x⃗i) < 0.
Therefore, mt measures the overall prediction performance
of ht in the training space. The higher the mt the better
the ht. This hierarchical learning approach essentially uses
the same principle of confidence-rate boosting approach
[15], [16], which allows indecisive prediction as zero con-
fidence (ht(x⃗i) = 0). According to Schapire and Singer [15],
when ht has the range of {−1,+1}, the training error of
the final strong hypothesis H has the upper boundary of∏

t

√
1− (mt)2. Schapire and Singer also prove that

Zt ≤
√
1− (mt)2. (3)

Thus, the upper bound of the training error can be replaced
by

∏
t Zt. Zt is the normalization factor used to reweigh the

instances for next round t+ 1 and is defined as:

Zt =
∑
i

Dt(i)e
−βtyiht(x⃗i), (4)

where βt ∈ R, a weight given to ht. Minimizing Zt at each
round t leads to a lower error upper bound, which also
suggests the smallest training error. Let CR = βtht(x⃗i) and
ignore the round t; Z is our loss function:

Z =
∑
i

D(i)e−CRyi . (5)

We intend to find the CR value that produces the smallest
Z, such that we have the minimum training error. We let
CR = 0 when R(x⃗i) ̸= 1. Here, R(x⃗i) ̸= 1 means that
x⃗i is not classified as a positive instance by an ESTP R
(Definition 2.2). Therefore, CR is a real-valued confidence
for the positive prediction generated by hR() which is the
hypothesis learned from R using training instances. By
separating the training instances into two groups, R(x⃗i) = 1
and R(x⃗i) ̸= 1, from Equation (5), we obtain

Z =
∑

i|R(x⃗i) ̸=1

D(i) +
∑

i|R(x⃗i)=1

D(i)e−CRyi (6)

since CR = 0 when R(x⃗i) ̸= 1. We have rewritten Equation
(6) as

Z = W0 +W+e
−CR +W−e

CR (7)

by dividing and then summarizing the weights of the
instances into three groups, W0, W+, and W−. W0 =

∑
i|R(x⃗i )̸=1 D(i), so W0 is the total weight of the instances

predicted as true negatives or false negatives.

W+ =
∑

i|R(x⃗i)=1 and yi=1

D(i), (8)

W− =
∑

i|R(x⃗i)=1 and yi=−1

D(i). (9)

W+ is the total weight of the instances correctly predicted
as true positives, and W− is the total weight of the instances
wrongly predicted, otherwise known as false positives.
With Equation (7), we want to find the value of CR which
minimizes Z . This can be done by taking the first derivative
of Z with respect to CR and let dZ

dCR
= 0, which is

dZ

dCR
=−W+e

−CR +W−e
CR = 0

=⇒W−e
CR = W+e

−CR

=⇒ ln(W−e
CR) = ln(W+e

−CR)

=⇒ ln(W−) + CR = ln(W+)− CR

=⇒2CR = ln(W+)− ln(W−)

=⇒CR =
1

2
ln(

W+

W−
). (10)

Next, we take the second derivative of Z , which is
dZ

dC2
R

= W+e
−CR +W−e

CR > 0.

Since the second derivative of Z is greater than zero,

min(Z) = W0 + 2
√
W+W−, (11)

when
CR =

1

2
ln(

W+

W−
). (12)

Because the weight distribution D is a probability distribu-
tion, W0 +W+ +W− = 1. As a result, the minimum value
of Z can be rewritten as:

min(Z) = 1− (W+ − 2
√
W+W− +W−)

= 1− (
√
W+ −

√
W−)

2. (13)

Also, from Equation (7), we obtain

Z = (1−W+ −W−) +W+e
−CR +W−e

CR . (14)

Therefore, W0 is eliminated from the equation to calculate
Z. To prevent the division by zero, CR is adjusted as:

ĈR =
1

2
ln(

W+ + 1
2v

W− + 1
2v

), (15)

where v is the total number of instances.

2.3 Ensemble Spatio-Temporal Pattern Construction
Based on the theoretical analysis given in Section 2.2, we
further propose BuildChain() function to construct the best
ESTP Rt which leads to the smallest classification error at
each layer t. In other words, Rt gives the minimum Zt

value described in Equation (13). With Equation (15), we
can calculate the confidence ĈRt of Rt which is used as
the key measurement to find the best combinations of the
DSTPs. Furthermore, we propose PruneChain() function
to reevaluate the ESTP in order to prevent the hypothesis ht

from overfitting.
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Algorithm 1 BuildChain(GrowSet, l)
Input:

GrowSet: The training dataset.
l: The collection of all DSTPs.

Output:
R: The LIFO queue initialized as an empty queue.

1: Z̃max = −∞.
2: repeat
3: Find a DSTP r from l which maximizes Z̃. Z̃ is

calculated using GrowSet and Equation (16).
4: if Z̃ > Z̃max then
5: Set Z̃max = Z̃.
6: Push r into R.
7: end if
8: until ( Z̃max ≤ Z̃ )
9: Return: R

Algorithm 2 BuildChain(GrowSet, l) with Negative-
Sample-Trimming
Input:

GrowSet: The training dataset.
l: The collection of all DSTPs.

Output:
R: The LIFO queue starting with an empty queue.

1: G= A copy of GrowSet.
2: Z̃max = −∞.
3: repeat
4: Find a DSTP r from l which maximizes Z̃. Z̃ is

calculated using G and Equation (16).
5: if Z̃ > Z̃max then
6: Remove the instances with the feature vectors

r(x⃗) ̸= 1 from G.
7: Set Z̃max = Z̃.
8: Push r into R.
9: end if

10: until ( x⃗ ∈ G | ∀r(x⃗) = 1 ) or ( Z̃max ≤ Z̃ )
11: Return: R

2.3.1 The BuildChain Function
To begin, we divide the training dataset into two subsets,
GrowSet and PruneSet. We then define Z̃ as follows:

Z̃ =
√
W+ −

√
W− (16)

By Equation (13), having the maximum Z̃ value also gives
the minimum Z value. Thus, we design BuildChain() as
a greedy algorithm which keeps finding a DSTP r from the
pool of DSTPs to add into R until this R gives the maximum
Z̃ value using GrowSet and Equation (16), shown in Algo-
rithm 1. In our setting, Z̃ > 0 is preferred because predicting
more true positive samples is favorable.
However, the search function becomes very computation-
ally expensive when the number of DSTPs included in R
keeps growing because evaluating R is equal to evaluating
each ri ∈ R using GrowSet. To increase the efficiency of
calculating Z̃ values in this function, we give a new theo-
rem, Negative-Sample-Trimming. According to Equation 7,
the weight of an instance which is predicted as a negative
instance by a pattern ri included in R is accumulated into
W0. Since W0 is not involved in Equation 16, the weights of

the instances predicted as negative classes have no impact
in the calculation of Z̃. Originally, the Z̃ value is calculated
by evaluating R∧r using GrowSet. With Negative-Sample-
Trimming, we remove the instances which are predicted as
negative classes by R from GrowSet to obtain a trimmed
dataset, G, before adding r into R. The same Z̃ value is
obtained by evaluating r using G. This theorem is formally
defined and proved as follows.

Theorem 2.3. (Negative-Sample-Trimming) Let Ḡ be a sub-
set of dataset S, Ḡ ⊆ S, where Ḡ = {x⃗j ∈ Ḡ | ∀R(x⃗j) ̸= 1} and
R is an ESTP. Let G be a subset of S, where G = S−Ḡ. Z̃(r,G)
is a function which calculates the Z̃ value using Equation (16)
with r and G as its inputs. Then Z̃(r,G) = Z̃((R ∧ r), S),
where r is a DSTP.

Proof. By the definitions in Equation (8),

WS+ =
∑

i|R(x⃗i)=1 and r(x⃗i)=1 and yi=1

S(i),

where S(i) is the weight of x⃗i and S() is the weight
distribution of S. Let

Ḡ = {x⃗j ∈ Ḡ | ∀R(x⃗j) ̸= 1}
G = S − Ḡ.

Since R(x⃗i) = 1 and r(x⃗i) = 1, we know that x⃗i /∈ Ḡ so

WS+ =
∑

i|R(x⃗i)=1 and r(x⃗i)=1 and yi=1

G(i),

where G() is the weight distribution of G.
Besides, every x⃗i in G must satisfy R(x⃗i) = 1. Therefore,

WS+ =
∑

i|r(x⃗i)=1 and yi=1

G(i)

= WG+

Following the same steps and Equation (9), we can also
prove that WS− = WG−.
From Equation (16), we have

Z̃(r,G) =
√
WG+ −

√
WG−

Z̃((R ∧ r), S) =
√
WS+ −

√
WS−

Thus, we conclude that

Z̃(r,G) = Z̃((R ∧ r), S)

The improved BuildChain() function, shown in Algo-
rithm 2, uses a dataset G, duplicated from GrowSet initially,
to evaluate one single r instead of R. Repeatedly, this
function finds the best r to join R and removes the instances
predicted as negative classes by r from G until there does
not exist any r which can increase the Z̃ values, or until
every instance in G is predicted as positive classes by r. At
the end, this function returns an ESTP R which gives the
minimum classification error.
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Algorithm 3 PruneChain(GrowSet, PruneSet, R)
Input:

GrowSet: The training dataset.
PruneSet: The validation dataset.
R: The output from the BuildChain().

Output:
R: The final ESTP.

1: Stop = False.
2: Calculate ĈR using Equation (15) and GrowSet.
3: Calculate Z using Equation (14) and PruneSet.
4: Set Zmin = Z.
5: repeat
6: Pop the top r from the queue of R.
7: Calculate ĈR using Equation (15) and GrowSet.
8: Calculate Z using Equation (14) and PruneSet.
9: if Z < Zmin then

10: Set Zmin = Z.
11: else
12: Push r back to R
13: Set Stop = True
14: end if
15: until (Stop = True) or (only one pattern left in R)
16: Return: R

2.3.2 The PruneChain Function
In PruneChain() function, shown in Algorithm 3, we
reevaluate the ESTP R returned by BuildChain() using
Equation (14) and PruneSet to solve a possible overfitting
problem. The Z in Equation (14) can be used to represent the
error rate when evaluating R using PruneSet. We first cal-
culate the ĈR value of R using GrowSet and Equation (15).
We then calculate the Z value using PruneSet and ĈR as
the CR in Equation (14). This function repeatedly removes
an r from R until the minimum value of Z is reached or
there is only one pattern left in R. At the end, the R with
the minimum error rate is returned.

3 THE CCRBOOST APPROACH

Our CCRBoost approach implements the theoretical frame-
work discussion in Section 2. It performs (1) DSTP discov-
ery: To identify all the DSTP candidates at various granu-
larity levels and different time periods; (2) Pattern selection:
To select the most suitable DSTPs to be assembled for con-
structing an ESTP; (3) Predictive modeling: To incorporate
the identified ESTPs into one predictive model. The steps of
the proposed CCRBoost approach are given in Algorithm 4.

3.1 DSTP Discovery

We first divide the data into M subsets by certain length
of time interval. For example, if we divide the time series
data using a window of one month, then there are 12
subsets (M = 12) when one year worth of data is involved.
Next, we identify the spatial distributions consisting of
the locations with similar indicators. We also consider the
spatial distributions under various resolutions. Then, we
craft an unsupervised multi-level clustering to find all the
possible distributions. K-Means is chosen to identify these
distributions. However, our approach is not limited to using

Algorithm 4 CCRBoost(X, K, M, cls)
Input:

X: The set of training instances.
K: The clustering level.
M: The total number of time periods.
cls: The base classifier used to extract a DSTP.

Output:
H: The strong hypothesis of the final model.

1: for k = 1 . . .K do
2: for m = 1 . . .M do
3: Run K-Means using the instances in period m to

generate k clusters from which k DSTPs are ex-
tracted by cls and stored in l.

4: end for
5: end for
6: Balance the weights of the dataset.
7: for t = 1 . . . T do
8: Normalize the weights, let Dt be a probability distri-

bution.
9: Divide data into two sets, GrowSet and PruneSet.

10: Rt = BuildChain(GrowSet, l)
11: Rt = PruneChain(GrowSet,PruneSet, Rt)
12: Calculate ĈRt using entire dataset and Equation (15).
13: Update Dt based on Equation (17).
14: end for
15: The strong hypothesis of the final global predictive

model is defined as:

H(x⃗) =

{
Positive

∑T
t=1 ĈRtht(x⃗) > α

Negative otherwise
where ht(x⃗) = 1 when Rt(x⃗) = 1,
ht(x⃗) = 0 when Rt(x⃗) ̸= 1,
and α is a user-defined threshold.

K-Means for multi-level clustering. We perform multi-level
clustering, by running K-Means from 1 to K clusters, to
obtain 1 + 2 + · · · + K distributions. As a result, there are
total M×(1+2+ · · ·+K) distributions acquired from these
M subsets.
From each identified distribution, we extract a DSTP
through decision-tree learning which generates a rule-based
classifier and provides an interpretable representation of a
pattern as well as feature selection. Thus, each DSTP has
different indicators as its features to represent a pattern at
the local level and the underlying factors of the hierarchical
ST patterns. In our approach, we intend to embed the
spatio-temporal dimension into this pattern discovery so
we are able to identify all the possible DSTPs at different
granularity levels and different time periods.

3.2 Pattern Selection
The two remaining tasks are how to select the most suitable
DSTPs to form the ESTPs and how to build an effective
predictive model based on multiple ESTPs. We achieve
these two tasks by adopting the hierarchical learning model
discussed in Section 2.2. We first balance the training dataset
X by making the total weight of positive instances equal
to the total weight of negative instances. This ensures that
every instance of every location is included in our learning
process and avoids possible biased results caused by the
imbalanced training data [17]. The weight plays a key role
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in our hierarchical learning because the evaluation measure-
ments, such as Z and CR, in our model are calculated based
on the weights of the training instances. Next, the weights
of the entire training dataset are set to be in a probability
distribution which makes the total weight equals to 1. We
then use the BuildChain() followed by PruneChain(),
described in Section 2.3.1 and Section 2.3.2, to find the best
ESTP candidate as another hierarchy of our model.

3.3 Predictive modeling
To find the different scenarios of a hierarchical spatio-
temporal pattern, we repeat the pattern selection for a given
number of iterations T , where T is a user-defined variable.
At each round t, the ESTP returned by PruneChain() is
then added to the hierarchical model as the layer t along
with its confidence-rate ĈRt which is calculated by Equation
(15) using Rt and the entire training dataset. To give the data
instances which are not recognized by Rt more attention in
the next iteration, we exponentially lower the weights on
those instances which are classified by Rt as positive classes.
This weight update is based on ĈR and we define the update
function as follows:

Dt+1(i) =
Dt(i)

eyiĈRt

, if Rt(x⃗i) = 1. (17)

At the end, T ESTPs, R1, R2, . . . , RT , and T confidence-
rates, ĈR1 , ĈR2 , . . . , ĈRT

are produced. The strong hypoth-
esis of the final model is defined as:

H(x⃗) =

{
Positive

∑T
t=1 ĈRtht(x⃗) > α

Negative otherwise
, (18)

where ht(x⃗) = 1 when Rt(x⃗) = 1, ht(x⃗) = 0 when Rt(x⃗) ̸=
1, and α is the user-defined threshold.
By taking an input x⃗, this strong hypothesis evaluates x⃗ over
each ESTP Rt. If x is classified by Rt as a positive class, then
ĈRt is added to the total confidence score. x⃗ is predicted as a
positive class if the total confidence score is greater than the
threshold α after the evaluation. Otherwise, x⃗ is predicted
as a negative class. The threshold α is usually set to zero.

4 CASE STUDY: FORECASTING RESIDENTIAL
BURGLARY

4.1 Crime Data
Residential Burglary, defined as an illegal entry to a
dwelling to commit a felony [18], is of particular interest
to study from a machine learning prediction perspective
since the near repeat hypothesis suggests that proximity to
a burgled residence increases the likelihood of victimization
of other domiciles in the neighborhood [19].
Collaborating with the police department of a Northeastern
city in the United States1, we obtained 4-years of residential
burglary report from January 1st, 2006 to December 31st,
2009. Six categories of related events were identified as hav-
ing the highest correlation with residential burglary. Selec-
tion of those crime explanatory variables is also in-line with
the criminology literature [19], [20], [21], [22], [23]. These six
categories, used as crime indicators in our case study, are

1. Due to an agreement with this police department, we cannot
disclose the name of our study city in this paper.

TABLE 2
Crime data sheet.

Crime Incidents (Jan 1st, 2006 ∼ Dec 31st, 2009)
Type Incidents
Arrest 254,309
Commercial Burglary 3,059
Foreclosed Houses 11,671
Motor-Vehicle Larceny 29,633
Residential Burglary 11,056
Street Robbery 8,217

Societal Factors
Population 630,000
Size 232 km2

Median household income $53,136
Households 248,704

Data Grid Resolutions
Size Blocks Hotspots Coldspots
800m 235 3,540 4,920
600m 377 4,466 9,106
450m 619 5,441 16,843

Overall Arrest, Residential Burglary, Commercial Burglary,
Motor Vehicle Larceny, Street Robbery, and Foreclosure.
Clearly, these indicators are related, as evidence suggests
that offenders do not specialize in their criminal activities
meaning that they will engage in a diversity of criminal
opportunities depending upon opportunities and personal
circumstances [24]. Arrest indicates that there is someone
taken into custody for a crime. Residential Burglary is the
reported record of illegal intrusion into a private or personal
property with the intent of taking another’s possession
whereas Commercial Burglary indicates the record of in-
trusion happening in a commercial or business buildings.
Vehicle Theft is categorized as Motor Vehicle Larceny. These
are all property crimes and do not involve violence against
individuals. Street Robbery, however, is a different crime
that involves a victim who is threatened with force to give
this person’s possession to the offender. While not indicative
of specific crime, an indicator of Foreclosures is included
in order to consider the economic factors associated with
criminal activity. The total number of records of each crime
category, including population, size, income, and house-
holds used in our study, are listed in Table 2.
The data instances of our case study are constructed by
geographically dividing the city into a chessboard-like grid
cells/blocks. Each block is considered one location. The
counts of same type events are aggregated by month and
by location. In our case study, the ground truth y of each
instance is labeled as a crime hotspot (positive class) if
at least one Residential Burglary occurred at the location
of x⃗ in the next month. Otherwise, it is labeled as a
coldspot (negative class). Such a setting predicts emerging
residential burglaries one month in advance by evaluating
crime indicators in the current month. To find the optimal
spatial resolution, three different grid resolutions have been
applied to generate three data sets from the original crime
records. These three resolutions have the square cell/block
with edge lengths of 800, 600, and 450 meters, respectively.
The finer resolution with the cell size smaller than 450
meters is not used in our study because there are too
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Fig. 4. The prediction results of the model using DSTPs and the model using randomly sampled patterns on three datasets of different resolutions.

many crime indicators with zero values. Three years’ crime
records from January 1st, 2006 to December 31st, 2008 are
used as training data, and one year’s crime records from
January 1st, 2009 to December 31st, 2009 are used as test
data. To extract DSTPs, LADTree [25] is chosen as the base

TABLE 3
The results of CCRBoost using different base classifiers, where

T = 500 and K = 5.

Base Classifier Accuracy F1
OneR 0.774 0.713
C4.5 0.771 0.715

NaiveBayes 0.782 0.691
SVM 0.827 0.771

LADTree 0.857 0.818

classifier for ensemble learning due to its good performance
on rule-based classifiers and weighting system similar to our
proposed approach. In Table 3, we show the experimental
results of using different base classifiers in our model.
Our approach is not limited to using LADTree as the base
classifier because an ST pattern can be represented in any
proper model as long as the model can classify whether
an instance is a hotspot or coldspot. We will discuss the
performance measurements for the classification models in
Section 4.2. In our experiments, α is always set to be zero.
However, we vary the α and study its impact in Section 4.8.

4.2 Performance Measurements
To evaluate the prediction performance of the proposed
approach as well as compare it with the state-of-the-art
approaches, we use Accuracy, Precision, Recall, and F1-
score, as our prediction measurements [26]. Accuracy mea-
sures the correctness of the overall prediction while Preci-
sion shows the correctness of the hotspot prediction. What
fraction of the actual hotspots is predicted is measured
by Recall. F1-score is the harmonic mean of Recall and
Precision.

4.3 Comparison with Randomly Sampled Patterns, the
Baseline Approach
The baseline approach in our comparative study is designed
as follows. In this experiment, the variable K used as the
level of clustering in our DSTP discovery is also used to
decide the number of bags for random sampling. We ran-
domly select 50% of the instances from one monthly dataset
for K(1+K)

2 times without replacement, which means that

there are no duplicated instances within each bag. This
method constructs M×K(1+K)

2 subsets of the same size from
M monthly datasets. Then, M×K(1+K)

2 patterns are learned
from these random datasets using the LADTree classifiers.
As a result, there are the same number of local patterns
generated by our multi-level clustering and by random
sampling. Next, we use the hierarchical learning approach
with the BuildChain() and PruneChain() functions to
construct ESTPs from those randomly sampled patterns to
build a predictive model. As illustrated in Figure 4, our
method consistently performs better than random sampling
regardless of the resolution of the dataset due to its ability
to learn discriminative multi-dimensional ST patterns.
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Fig. 5. The execution time of the CCRBoost approach without Negative-
Sample-Trimming (Non-Trimming) and with Negative-Sample-Trimming
(Trimming).

4.4 Complexity Analysis

To articulate the best ESTP, the BuildChain() function has
to search and evaluate all possible combinations of DSTPs.
Therefore, this evaluation process is computationally ex-
pensive. Let’s assume that there is an ESTP R consisting
of n classifiers. We need to run the classification n times
on the training dataset to obtain the evaluation results.
Furthermore, in order to choose the next appropriate DSTP
r from a pool of m candidates, we need to run m(n + 1)
classifications.
According to the Negative-Sample-Trimming theorem,
proved in Theorem 2.3, the BuildChain() function only
needs to run the classification m times using the trimmed
dataset to find the best r to be added into R. Figure 5 shows
that the execution time of CCRBoost is significantly reduced
with Negative-Sample-Trimming while same Accuracy and
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F1-score are achieved as the function without Negative-
Sample-Trimming.
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Fig. 7. The prediction results in Accuracy and F1-score on the datasets
of different grid sizes using K as the control variable.

4.5 The Impact of Multi-clustering Level, K
In this section, we evaluate the impact of K. The efficiency
of BuildChain() is affected the total number of DSTP
candidates. This number is controlled by the user-defined
clustering variable, K , which is usually decided based on
application domain and the amount of data. During these
experiments, we set the other two user-defined variables
T = 500 (The number of layers) and α = 0 (The threshold
for H(x⃗)). K is evaluated using the three datasets with
different grid cell sizes. The results of these experiments
are shown in Figure 7. When K = 1, there is essentially
no clustering and the entire monthly data set is the only
cluster. Therefore, the results obtained from the settings
of K = 1 are then used as the baseline to compare with
other setting of K. We observe that using clustering yields
better overall accuracy and the F1-score. This is because
using clustering to find spatial distribution at local levels
successfully captures the contextual patterns in its spatial
and temporal dimensions. Moreover, we also find that the
performance converges at a certain level when K = 4 and
then maintains this level when K ≥ 5. This shows that the
patterns lose the true representation of local distributions
when the size of cluster is too small.
In addition, the BuildChain() function uses the greedy
algorithm. Therefore, when the cluster size is too small,
the ESTP tentatively fits the training data too precisely
which may cause overfitting. Therefore, when evaluating
the ensemble pattern using the test data, setting with K > 5
is not necessarily better than that setting of K = 5 due to
the overfitting effect. Thus, K is set to be 5 in the rest of our
empirical study.

4.6 Convergence Analysis

By considering CCRBoost as a specially designed boosting
approach, we compare our approach with AdaBoost [27]
using the number of iterations, T , as the control variable for
convergence analysis. However, there are three fundamental
differences between our proposed approach and AdaBoost.
First, our approach uses ESTPs, hierarchically constructed
from local level DSTPs, as the layer of our model, while Ad-
aBoost directly uses the classifiers learned from globally or
randomly selected instances as its weak learners. Secondly,
we adopt unsupervised learning on the training data to
select the most suitable features in advance, while AdaBoost
depends on weak learners for feature selection. Lastly, we
take spatio-temporal dimensions into consideration, while
AdaBoost is regarded as a general ensemble classifier.
In this experiment, the convergences of these two ap-
proaches are indicated by the number of iterations needed
to reach certain prediction accuracy. We chose LADTree as
the weak classifier for AdaBoost, which is also the base
classifier of a DSTP in our approach. Shown in Figure 6,
the accuracy obtained from the AdaBoost reaches its ceiling
when T > 50. However, our CCRBoost approach not only
obtains better accuracy but also consistently achieves better
convergences throughout three datasets.

TABLE 4
The results of comparing CCRBoost with the other approaches.

Dataset 800-meter 600-meter 450-meter
Approach Accuracy F1 Accuracy F1 Accuracy F1
C4.5 0.500 0.667 0.500 0.667 0.500 0
NaiveBayes 0.730 0.675 0.703 0.647 0.667 0.592
LADTree 0.772 0.757 0.728 0.702 0.644 0.487
ANN 0.626 0.757 0.501 0.668 0.506 0.672
Voted Perceptron 0.780 0.792 0.733 0.721 0.576 0.335
K* 0.755 0.724 0.661 0.548 0.551 0.239
LogitBoost 0.779 0.782 0.737 0.741 0.715 0.726
Random Forests 0.754 0.752 0.714 0.700 0.670 0.641
SVM 0.817 0.801 0.776 0.742 0.651 0.489
CCRBoost 0.857 0.818 0.820 0.746 0.772 0.610
GWR 0.785 0.678 0.783 0.529 0.807 0.329
GWR: Geographically Weighted Regression

4.7 Comparing with The Other Approaches

Using the same crime datasets, we compare our proposed
approach with the other state-of-the-art classification meth-
ods: (1) Support Vector Machine (SVM) [28] with a linear



IEEE TRANSACTION ON DATA AND KNOWLEDGE ENGINEERING, VOL. XX, NO. X, DECEMBER XXX 11

kernel; (2) C4.5 [29] using confidence factor of 0.25; (3) Naive
Bayes classifier; (4) LADTree [25]; (5) Artificial Neural Net-
work (ANN) with one hidden layer; (6) Voted Perceptron
[30] using 10, 000 as the maximum number of alterations; (7)
K*, which is an instance-based classifier [31]; (8) LogitBoost
[32] using 100 as its weight threshold; and (9) Random
Forests [33] with 10 trees, are chosen in our comparison.
As shown in Table 4, our proposed CCRBoost approach
consistently has the best accuracy over the other methods
across all three datasets. This is because our approach hi-
erarchically incorporates the spatio-temporal patterns from
a local level to a global level, from DSTP to ESTP, into
the modeling processes while the other approaches learn
the patterns only at a global level or without considering
spatio-temporal context. Another observation is that using
800-meter grid yields better accuracy than using other two
grid sizes. Since the indicators are the monthly aggregations
of the crime events, finer resolution generates smaller values
of the indicators. Our explanation for this observation is that
the finer-sampled data introduces more noise as suggested
by the Nyquist-Shannon Sampling Theorem [34].

TABLE 5
10-fold cross-validated paired significance test on CCRBoost.

Size CCRBoost SVM Z Result
K̂ V ar(K̂) K̂ V ar(K̂)

800m 0.557 2.60*10-5 0.540 3.17*10-5 2.19 Significant
600m 0.429 2.26*10-5 0.580 4.13*10-5 3.60 Significant
450m 0.344 3.49*10-5 0.160 1.80*10-5 25.3 Significant

(a) CCRBoost v.s. SVM

Size CCRBoost LogitBoost Z Result
K̂ V ar(K̂) K̂ V ar(K̂)

800m 0.557 2.60*10-5 0.489 4.93*10-5 7.73 Significant
600m 0.429 2.26*10-5 0.460 4.55*10-5 3.81 Significant
450m 0.344 3.49*10-5 0.434 2.81*10-5 11.3 Significant

(b) CCRBoost v.s. LogitBoost

We further perform the 10-fold cross-validated paired signif-
icance Z test [35] on CCRBoost with SVM and LogitBoost.
Adopting the test setting used in [36], we calculate the K̂
scores and set the significance threshold at 5%. Therefore,
when the Z-score is greater than 1.96, CCRBoost is statisti-
cally significant. The significance test results listed in Table
5 show that CCRBoost is significant while comparing with
both SVM and LogitBoost.
In addition to the classification approaches, we also compare
CCRBoost with the Geographically Weighted Regression
(GWR) approach [37], which involves using a spatial lin-
ear regression to model spatially varying relationships of
the variables. To apply GWR, we generate twelve raster
maps from the test data by month. Next, we let the GWR
model’s dependent variable be the class label, hotspot=1,
and coldspot=-1. The six features are then used as the ex-
planatory variables. The sign of the regression result of each
test instance is considered as its predicted class. We obtain
the performance measurements based on the prediction
results generated by the GWR on all the test instances. With
the grid side smaller than 450 meters, we have observed that
GWR predicts almost all instances as the coldspots. This is
because that the unbalanced data results in a nearly singular
Hessian matrix for the model’s log-likelihood function in

most of the locations [38]. The performance of GWR shown
in Table 4 indicates that GWR tends to be biased toward the
coldspots on 450-meter dataset because of the low F1-score
and does not perform better than the CCRBoost on the other
two datasets.

TABLE 6
The results of setting different α in our approach when T = 100 and

K = 5.

α Accuracy F1 Precision Recall
0 0.78787 0.73905 0.74631 0.73194

0.01 0.79710 0.74524 0.76877 0.72311
0.02 0.80566 0.74914 0.79656 0.70706
0.05 0.80961 0.75693 0.79505 0.72231
0.1 0.79710 0.74290 0.77391 0.71428
0.2 0.79216 0.72091 0.80295 0.65409
0.5 0.78985 0.71000 0.81865 0.62680
1 0.760540 0.60723 0.92892 0.45104
2 0.66040 0.29528 0.99539 0.17335
5 0.59782 0.03933 1.00000 0.02006

4.8 The Threshold α

Threshold α, used in Equation (18), determines whether an
instance is predicted as a hotspot or not. α is always set
to zero in our other experiments. To understand how this
threshold affects the prediction performance, we use differ-
ent values of α between 0 to 5 in this experiment. The other
variables T and K are set to 100 and 5, respectively. Accord-
ing to the definition of confidence rate in Equation (15), the
greater α is, the fewer false positive instances we should
expect. From the results shown in Table 6, the precision
of predicting hotspots increases when a larger α is used.
On the other hand, the recall drops with increasing α. This
means that our model predicts fewer hotspots. However,
these hotspots are more likely to be true hotspots since they
have high confidence rates. We obtain the same observation
across datasets of different resolutions so we display only
the results of the 800-meter dataset in Table 6. Thus, one of
the advantages of our predictive model is that our model
is able to detect high potential hotspots at which crime will
have the highest chances of being committed in the future
by setting a larger α.

4.9 The Final Global Spatio-Temporal Pattern

(1) September 2007 (2) August 2009

Fig. 8. The first two local patterns used in the final global spatio-temporal
pattern result from the 800-meter grid dataset. The red blocks are
hotspots and blue blocks are coldspots. (Better viewed in color)

The final product of the CCRBoost approach is an ensem-
ble hierarchical pattern which is a global spatio-temporal
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pattern and a physically interpretable rule-based pattern.
We visualize the first two DSTPs of the final global pattern
on the actual city map. Shown in Figure 8, we use the
red grid blocks to represent hotspots and blue blocks for
coldspots in both patterns. We investigate the first DSTP
which is extracted from the monthly dataset of September
2007 and find that the locations of the first pattern are
consistent with the known crime patterns in the target city.
Verified by our domain experts, almost all the red blocks
indicate the locations with above-average crime rates. The
second DSTP is from August 2009 and identifies crime
hotspots that are excluded from the first pattern. More
importantly, the footprint of the second pattern is useful
for pinpointing coldspots that have some protective factors
against residential burglary and other crimes.
As a result, the first two DSTPs are complementary in identi-
fying locations where we would expect residential burglary
across the entire city as well as areas that were coldspots.
Interestingly and consistent with the criminological litera-
ture, both patterns occur in the months when children are
out of school and individuals may take vacations causing
them to be less vigilant about protecting their property [20].
It may be that there is an increased likelihood of residential
burglary in this city during this time period [21], [22].
Based on the consistency of our resulting patterns as com-
pared to actual crime patterns, our approach does find the
global pattern which recognizes not only the spatial but
also the temporal factors that are useful for criminal justice
professionals in predicting the incidents of future crime.

5 RELATED WORK

From a predictive modeling point of views, we categorize
the existing approaches into four categories, statistic map-
ping, mathematical modeling, clustering and classification,
and association rule mining. In addition, we analyze the
spatio-temporal patterns used in each of these approaches
based on [39].

5.1 Statistic Mapping
Statistic mapping uses historical statistics to forecast crime
occurring at the same location. In [40], histograms are used
to present the “Additive Seasonal Factor” of the crime,
which is the coefficient between a factor and a time period
and a temporal pattern of one type of crime. Each bar in the
histograms represents the seasonality of the respective factor
at a location. For example, the police departments might use
last September’s crime summary as this September’s crime
forecast. This statistical model relies on the seasonality to
predict future crime. However, it might miss a crime pattern
with various regularities. Our proposed predictive model is
intentionally designed to fit the ST patterns with various
regularities.

5.2 Mathematical Modeling
Geographically Weighted Regression (GWR) is another
model used to study crime patterns [41]. It involves one type
of spatial regression model used to incorporate important
spatial relationships among different variances. This type
of pattern does not take temporal factors into consideration

and is referred as a spatial pattern [39].
In [42], mathematical modeling is used to simulate the
formation of a crime hotspot. This approach builds models
based on two types of features: offender behaviors and
relative locations. Each relative location is assigned with a
density based on the crime frequency collectively obtained
from the statistical models of individual offenders. This
density is called the attractiveness value, which is calculated
by a mathematical formula based on time length and linear
stability. These hotspots overlap with each other, so a sup-
pression process is needed to filter out the local maximum
density as the true hotspots. This type of crime pattern is
referred as the frequent spatio-temporal pattern [39] and
does not incorporate seasonality or nonstationarity.
Later in [43], Mohler proposes a point-based model which
eliminates the suppression step. Using the same concept
in predicting aftershock, this model simulates how the
crime spreads out, like diseases, from the initial background
events. This approach has to identify which events are
the initial background events and which are the aftershock
events. Based on the initial and aftershock events, this model
needs to optimize the two key variables used to measure the
likelihood of a crime spreading into a neighborhood and
how long it is likely to last. The hotspots defined in this pa-
per are those locations covering the highest crime areas. This
approach is suited better for capturing the crime patterns of
short life cycles or abnormal situations at the local level. This
type of patterns are the unusual spatio-temporal pattern as
described in [39]. By considering different scenarios as the
layers of ST patterns, the proposed approach is different be-
cause it includes not only the frequent but also the unusual
spatio-temporal pattern in our predictive model.

5.3 Clustering and Classification

Clustering is adopted by Kumar et al. in [44] to define
the geographic boundaries of each crime cluster. After the
boundaries have been drawn, the crime density in a boxed
cluster is regarded as the crime trend of this crime cluster.
Local crime patterns identified by Kumar’s approach are
restricted by geographical distances from a center location.
In contrast, our DSTP is designed to fit the nature of true
distributions of crime incidents.
Besides clustering, classification models, such as decision
tree, Naive Bayes, and SVM, are also used to predict crime
in [13], [45], [46], [47]. These types of patterns identified by
classification models vary according to the features involved
in the modeling. One of the advantages of using classifica-
tion models is that the societal or environmental factors can
be incorporated into the predictive models.
In [46], Malathi adopts clustering not only to fill in the miss-
ing values of population sizes but also to obtain four levels
of crime trends. This type of crime level indicates the trend
of a group of the relative crime at the clustered locations
during a period of time. There is common ground between
Malathi’s concept and our proposed DSTP. Both approaches
identify the trend or pattern that the spatial distribution
is a group of locations with similar indicators. However,
Malathi’s approach uses the clustered results directly to
train a decision-tree based classifier as the predictive model
to forecast the overall crime rate while our approach uses
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hierarchical learning to build a layered model at different
resolution levels, which is able to predict the occurrence of
a target event at one individual location.

5.4 Association Rule Mining

Mohan et al. apply the principle of association rule mining
to the discovery of an ST pattern, named cascading spatio-
temporal pattern (CSTP) [4]. CSTP is defined as a frequent
item set consisting of different types of events occurring
within a certain distance and a certain time interval. There-
fore, CSTP is also a frequent spatio-temporal pattern. To be
qualified as a CSTP, a set of event types must pass two
thresholds, the Cascade Participation Ratio (CPR) and the
Cascade Participation Index (CPI). A CPR is the conditional
probability of one event type included in one CSTP, which
is the number of instances of one event type included in a
CSTP divided by the total instances of this event type. CPI
is defined as the minimum CPR within a CSTP.
The ST pattern identified by association rule mining is
interpretable and easy to understand, such as the pattern of
drunk-driving incidents after bars close on Saturday nights
in locations near bars. However, this approach does not
address ST nonstationarity while our proposed approach
does. The CPR and CPI can be considered as crime in-
dicators. Adding these two indicators, our approach can
identify the DSTPs representing different crime occurring
frequencies and then build a model that considers different
crime regularities.

6 CONCLUSIONS

In summary, we study the hierarchical structure of ST pat-
terns and propose a new approach, CCRBoost, to identify
the hierarchical ST pattern and construct a predictive model.
We also define the novel concept of DSTP to underlie the
hierarchical structure. Next, we discover all the potential
DSTPs through unsupervised multi-clustering and then use
a greedy searching algorithm along with a pruning algo-
rithm to combine the DSTPs into an ESTP. An ESTP is
used to represent one of the scenarios of a real-world ST
pattern. We further build a model with layers of weighted
ESTPs to incorporate all the possible scenarios. This model
is able to predict the occurrence of a target event at a
given location. From our case study, we show that the ST
patterns discovered by our approach are indicative of the
true locations of residential burglaries. This gives concrete
evidence that the proposed approach has the significant
potential in predicting crime.
Predictive policing [48], [49] is a new trend in modern
policing. With the ability to anticipate the emerging crime
via our application to crime pattern identification, police
will be able to more effectively fight or prevent crime using
fewer resources. Through this research, one of our goals is
to implement a crime prediction system which will provide
timely crime forecasts with high accuracy and will require
fewer data inputs. Furthermore, we will explore the poten-
tial of deploying our approach to discovering different types
of ST patterns within different domains, such as flooding,
or drought, or the occurrence of earthquakes. With accurate
forecasts from our model, people will be given proper early

warnings so that the damages caused by these natural
disasters can be mitigated.
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