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36.1 Introduction

We have seen in this decade sensor technologies increasiagloyed in

many applications. Sensors are used to monitor the suriogiedivironment

for important events such as climate changes, chemicas |eakly warnings
of a natural disaster, or violations in a no-trespassingzéor a large area
being monitored, we need a sensor network that allows foriefii search

and dissemination of the sensor data.

A sensor network for monitoring purposes basically inveltxo types of
nodes: the “query” nodes and the “sensor" nodes. The quelgsrare those
that send queries into the network to inquire about senstar afainterest.
A query node can be a sink node that needs to collect the data the
network or an actuator node whose operation is triggereddoas events
detected in the network. The sensor nodes are those thatreaptent data
and need to send them, or notify of their existence, to istetequery nodes.
In many applications, a query needs to be submitted to tiveonkein advance
waiting for notification of the events that match the quergcBuse a sensor
node does not know who may be interested in its data, and,vacs, a
query node does not know where in the network its events efast may
occur, a challenging problem is to design an effective meisha for query
subscription and the event notification so that an event o#fyiits inquirers
quickly and efficiently. In this publish/subscribe problethe sensor nodes
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and query nodes are respectively called pablishernodes andubscriber
nodes.

Many Internet-based publish/subscribe systems have esgrerd, e.g.,
PADRES [24], REBECA [25], SIENA [12], and XNET [14]. Some ampts
of these systems might be useful, but enabling publishé¢silies services in
sensor networks is fundamentally different due to uniquestraints on com-
munication, storage, and computation capacities. On tier biand, despite a
lot of research and development efforts made for sensoranksthat provide
search mechanisms, most of them are focused on retrievirepisdata that
havealreadybeen stored by the network. The publish/subscribe modelgpos
a different challenge as a query of this model is to inquireuatuture events.
Thus, the query must be stored proactively in the network ad fer those
events. When such an event occurs, it needs to be publishbeé twetwork
to search for the matching queries among the stored. Witlipieactive"
storing of queries, events can be delivered “timely" to thiessribers, while
in the “retrieving" case, subscribers only receive “pasttrgs. This is of
importance to applications that require a real-time maomtpof the events.

To enable publish/subscribe services in sensor networéissizable de-
sign should consider the following important issues:

e Routing design: To subscribe a query, without any knowledbeut
where a matching event could occur, the simplest way is tadwast
it to the entire network. This way, an event can find its matglgueries
immediately at the local node. Because the traffic due todwasting
can be overwhelming for a large-scale network, other effbave been
attempted to reduce this communication with an efficientingudesign.
A key approach is to replicate a query to a set of select noddsa
publish an event to another corresponding set of selectsmdsh that, if
the event matches the query, there exists a rendezvouscesthnly or
at least with a high probability. This guarantee needs te ilaio account
the communication cost due to transmissions of queries et®

e Query aggregation: Because a sensor node’s storage gagacsually
limited, it is desirable that a node stores as small a numbgueries as
possible. The broadcast approach aforementioned incughatorage
cost because each node has to store every query. It is thustanp
to reduce the number of replicas for any given query. By daogit
also helps reduce the amount of traffic in the network due &rygtor-
wardings. Query aggregation serves this purpose. For dramueries
can be merged to produce fewer queries. Or, if a new queryearat
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a node finding itself covered by a locally stored query, the geery
may not necessarily be forwarded further. This is so becangesvent
matching the new query will match the existing query as vegitj thus
this event will be returned anyway as a result of the existjogry’s
earlier subscription.

e Event matching: When a node receives a publication of antetes
node may need to evaluate its locally stored queries to fiosktimatch-
ing the event. Because a sensor node has limited processiadpitity,
this procedure if not properly designed may create a corntipatd bur-
den too heavy for the node. Several techniques have beepgawo
organize the queries into some indexing architecture ghabnvenient
for event matching. Alternatively, one may employ a muliape check-
ing algorithm where the earlier phases are to determinekiyuichether
a query should be ignored and the later phases are to evitiealaeries
that pass the earlier phases.

While most techniques emphasize the above algorithmiesssig., [34,
31, 22, 40, 48, 16, 27, 49], publish/subscribe middlewacar®ues aimed
at high-level service abstraction have also been propo$¢d33, 28, 52].
They provide a convenient middleware layer serving as anféiPthe ap-
plication developer, hiding all the underlying network qaexities and the
implementation details of the publish/subscribe mecmasis

A survey of representative publish/subscribe techniqoesénsor net-
works is presented in this chapter, with attention givemé&issues of routing
design, query aggregation, event matching, and middledewrelopment.

36.2 Preliminaries
36.2.1 Event and Query Representation

An event in a publish/subscribe system is usually specifiec et ofd
attribute-value pairs fttr1, v1), (attro, vo), ..., @ttrg,vq)} where d is the
number of attributes{attr;,attr,, ..., attrq }, associated with the event. For
example, if the sensor network is used to monitor tempegatwmidity, wind
speed, and air pressure of some agda four — representing these four sensor
data attributes.

The constraints in a query, in general, can be specified iredigate of
the disjunctive normal form — a disjunction of one or moreditian clauses,
each clause being a conjunction of elementary predicatesh Elementary
predicate, denoted kjattr; y p;), is a condition on some attribuggtr; with y
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being the filtering operator. A filtering operator can be a parison operator
(one of {=, <, >}) or a string operator such dprefix of", “suffix of", and
“substring of" if the attribute is ofstring type. However, for simplicity of
implementation, most schemes assume that a query is a siogjenctive
clause of elementary predicates that can only use the cigopasperators.
This form of query can be called thectangular formbecause if an event is
modeled as a point in d-dimensional coordinate system, each dimension
representing an attribute, a query can be considerdetianensional box
with the vertices defined based on the attribute constraihteg provided
in the query clause. Sometimes it can be a tedious procegetifiysall the
lower and upper bounds for all the attributes of a query. Ichsa case, it
is more convenient to specify a query in terms of an event gamipd ask
to be notified of all the events similar to this sample. Fomegke, consider
a camera-sensor remote surveillance network deployedroaey airports
to detect criminal suspects. If a particular suspect ischeat for, his or her
picture is submited as a subscription to the network in hadmding the
locations where similar images are captured. A query of king can be
represented by a sphere, in which the sample is the centbe aphere and
similarity is constrained by the sphere’s radius. This gugsaid to have the
spherical form

36.2.2 Subject-based vs. Content-based

There are two main types of publish/subscribe designs R@jject-based or
content-based. In the subject-based design, events agodaed into a small
number of knowrsubjects There must be an event attribute callsdbject’,
or something alike, that represents the type of the eventaagdery must
include a predicaté'subject’ = s) to search only events belonging to some
known subjecs. The occurence of any event of subjsetill trigger a notifi-
cation to the query subscriber. The subscription and natifin protocols are
mainly driven by subject match rather than actual-contesichn

The content-based design offers a finer filtering inside #tevork and a
richer way to express queries. A subscriber wants to reaeilethe events
that match its query content, not all the events that beloragdertain subject
(which could be too many). A node upon receipt of a query ontwees-
sage needs to extract the content and makes a forwardingjatebased on
this content. We can think of the subject-based model as ciapmse of
the content-based model and because of this simplificati@ubject-based
system is less challenging than a content-based systensignde
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36.2.3 Sensor Network Assumptions

There are different types of sensor networks that have bessidered by
existing publish/subscribe techniques. The techniqug9ir40] assume that
a sensor node knows its location (e.g., by a built-in GP8-tikvice or by
running a localization protocol [47]). A mapping from thesgwevent space
to the location space can be designed, based on which a quéeyraatching
event are sent to the corresponding nodes who can find eaehwithin a
short distance. For example, if a query is replicated athalriodes along
the vertical line crossing the subscriber node’s locatemd if an event is
published to all the nodes along the horizontal line crassire publisher
node’s location, a rendezvous node exists for every paiuefigs and events.
This is so because every vertical line must meet every hutatdine.

Several techniques do not require any knowledge of locatitarma-
tion (e.qg., [34, 31, 16, 45, 27, 49]). Besides the broadgagtaach, another
approach used by such techniques is based on some form aimareti
dissemination to subscribe a query or publish an event. Tai@ mtuition
is that if a query is replicated to a set of random nodes, anteugblished to
its corresponding set of also random nodes, and if these étgase large
enough, then there exists a rendezvous node with a high IpitiyaFor
example, one can use a random walk or a gossip-based pr¢i@;al5] to
visit these large sets of nodes. Some other techniques 2 1isé a naming
scheme to assign names to the network nodes and routingyé&dry node
names instead of nodes being chosen in random.

Most techniques assume that nodes are stationary. Thespiae tech-
niques addressing publish/subscribe in general mobilarks that could
apply to a mobile sensor network [4, 53, 26, 23, 32, 18, 15]s thapter
discusses techniques designed for stationary networlgs onl

36.3 Routing Design

Routing protocols for query subscription and event notiiiicaform the most
important component of any distributed publish/subscsipgtem. While tra-
ditional routing protocols for sensor networks are desigfoe synchronous
communication and are address-driven, routing for puldigtscribe pur-
poses is asynchronous because subscribers and publisbarstaware of
each other and the timing of the subscription and publicatithere are
various publish/subscribe routing approaches which a®udsed below.
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36.3.1 Centralized-based

A simple approach is to employ a central brokerage statiahréteives the
subscription of every query and publication of every evaiiis approach
keeps the system design lightweight on each node. Routimgefies and
events becomes trivial because the central broker is the dedtination.
Queries may be aggregated at the intermediate nodes on thiows cen-
tral broker. Event matching is conducted at the central drod find all the
queries matching a newly published event. The centraleess:d approach,
which has been implemented in the MQTT and MQTT-S middleveai8M
[33], can work with queries and events of any form. Howevee, tentral
broker can easily be a severe communication bottlenecleifigsiand events
are produced at high rates.

36.3.2 Broadcast-based

Directed Diffusion [34] is one of the earliest publish/scitise techniques for
sensor networks. Given a new query, the first step in thisnigqale is for

the subscriber node to broadcast the query to all the nodéginetwork.

Each node upon receipt of this query creates a “gradienty @mthe routing

table to point toward the neighboring node from which therguigreceived.
Using a gradient path, a matching event can be sent towardutbecriber.
Since there may be more than one such gradient path, theechbighich

path to use is made based on some performance factors tovienpnergy
efficiency.

[31] proposes building a broadcast tree, called PST, spgrati the nodes
in which events will be disseminated from a publisher (rcxde) to all their
subscribers. Each node in PST that has a subscription neéelsits parent
node know of this subscription. Thus a node can compute a icatiin of
all the subscriptions downstream. When an event is puldishethe root,
the event will follow the branches of PST that lead to all theteching sub-
scribers. If there are multiple publishers, multiple trees built each for a
publisher, or alternatively, a shared root is selectedrdives all the events
from the publishers and a single tree is built based on thos tansend the
events to all the nodes. PST does not incur the cost to répligeeries at ev-
ery node, but it is efficient only when there are a smaller nemalh publisher
nodes.

In a different effort, [41] proposes a hierarchical struetto organize the
network into multiple clusters, in which each cluster fommublish/subscribe
sub-network and has a representative node to appear inthéayer of the
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hierarchy; the representative nodes form a layer of clsstdrich again are
used to build the next layer in the hierarchy. The represgataodes are
responsible for forwarding a query or event from one suliwvagk to another.
Although this clustering idea can potentially reduce thbsstption and
notification traffic in the network compared to the pure brzsd-based ap-
proach, its complexity lies in the maintenance of the hi@raunder network
dynamics.

36.3.3 Location-based

Flooding the network can be expensive, especially for systerhere there
are a large number of queries and events generated by magmntipbsub-
scriber and publisher nodes. Consequently, many disétibigichniques have
been proposed. If the location is known for every node, tlatlon infor-
mation can be useful. [39] proposed the method of Geograpash Tables
(GHT) — to hash the data space to locations in the locationesfigach data
value is respresented by an one-dimensional identifiezatall'’key"k, which
correponds to a geographic coordinhtk) based on the hash function. Thus,
if both events and queries each can be identified by a singlevke can
use GHT. For example, a subject-based system is a naturditieda for this
technique because the subject value can be used as the keffmaGHT. A
query with keyk will be stored at the node closest to the locatidk). When
an event with the same kdyemerges, it will be routed to the nodek)
and thus can find its matching queries. For routing from a@dpsation to
another sensor location, we can use a geographic routiriggoiadesigned
for sensor networks such as [35]. An extension of the GHTrtiegle in
combination with landmark-based routing to improve rogtefficiency is
proposed in [22].

Another location-based technique called Double-Rulingrigposed in
[40], in which each nod® is mapped to a point(P) on the surface of a 3D
sphere and a kely is hashed to a poirti(k) also on this spherical surface.
A query with keyk subscribed by a node will be sent to the node corre-
sponding to the poini(k). The routing follows the great circle connecting
the pointsh(k) and f(P) on the 3D surface. An event is published to the
corresponding node in a similar fashion and thus every evéhtkey k will
be sent to nodé(k) and can find all the matching queries there. A property
of Double-Ruling is that it is distance-sensitive: the lgngf the notification
path from a publisher to a matching subscriber is guararieéd within a
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small constant factor of the direct path connecting thene GBHT method
does not make this guarantee.

The above distributed methods (GHT and Double-Ruling) Ehowot
work efficiently with a content-based publish/subscribstesmn because it
is difficult to represent a complex query by a single key. Fegngés and
queries of any dimensionality, one can use the technique proposed by [48].
This technique assumes the spherical form for the querieen@ query, a
random-projection method is used to hash this query into ae2angle in
the location space; the query will be replicated at all thdesoinside this
rectangle. Using the same random projection, an event isedaa single
location; the event will be sent to the node closest to tluation. The random
project method guarantees that this event will find all théctriag queries. To
reduce the number of query replicas, the subscription aoyeelationship
is taken into account to avoid further replications of thgseries that are
subsumed by previously-subscribed queries.

36.3.4 Gossip-based

Without location information, a common idea is to use sonmmfof gossip to
disseminate queries and events. A simple design is to udemawalks [3, 9].
Each query is replicated on all the nodes visited by a randatk starting
from the subscriber node, and each event also follows a randalk from

the publisher node to find the queries. If these random watk®ag enough,
it is highly likely that an event will find all the matching ques. To shorten
the notification delay, multiple random walks can be usedrapagate an
event (or to replicate a query) [9].

Another approach is proposed in [16], where both queries emeahts
are “selectively" broadcast to the network. A query is bazed to an extent
defined by the subscription horizanwhich limits the number of times the
query is rebroadcast. In the broadcast of an event, onlyctidrar of the
neighbor links at each current node is used to forward thetey choosing
appropriate values fap andt, we can control the overhead and effectiveness
of the system.

We can also design a publish/subscribe mechanism by adopiit-
bleStorm — a gossip idea proposed in [45]. each query iscadpll in a
random-walk based tree gf= O(,/n) nodes rooted at the subscriber node,
and each event is sent along a similarly-built treecii/q nodes rooted
at the publisher node whereis the number of nodes ar@> 1 is a cer-



36.3 Routing Design 9

1 001
ey @
1 101 1001 011 0101 0011 00101
(5) (6) (7) v @)= _ (9) (10) (11)
! ! P Lol to s \‘ | P
v e S a v —a v -« S
1011 10011 100101 40111 01101 011001 01011 001011 0010101
(13) (14) (15 | (16) (17) (18)  (19) (20) (21)
| : ]
/01111\\ 0110011 0010111
Ny (22l J (23) (24)

Figure 36.1 The Pub-2-Stitscheme: Nodes are each assigned a name and the names form a
prefix tree. Solid-bold path represents the subscriptigh paquery [(0110001’, ‘0110101’]
initiated by node 12; dashed-bold path represents the caitdn path of event ‘0110010’
published by node 22

tainty constant. It is shown that the probability to have radezvous node is
r =1—exp(—c?) (e.g.,c = 2 means a hit probability af= 0.98).

36.3.5 Naming-based

Despite its simplicity, the gossip-based approach incigrsificant commu-
nication, storage, and computation costs because each guevent needs
to be disseminated to many nodes to have a good chance totmgettches
at rendezvous nodes. Also, the guarantee that a rendezeoesexists for
every pair of queries and events, including those that donmatch each
other, is unnecesssarily strong and thus leads to unnegdsafiic. There-
fore, alternative techniques that requires no locatioorimition but is not
based on gossiping are proposed [27, 49]. The common ideadsdign
a naming scheme that assigmamesto the nodes in a way convenient for
routing purposes. The technique in [27] clusters the nétivdo a multi-level
hierarchy and assigns to each node a name based on its pasitlas hier-
archy. The resultant hierarchical naming scheme is usedbtding during
event publication and query subscription. Each node reguwnlyO(logn)
bits per node to store auxiliary routing information. Anyeat can find its
subscribers in a distance-sensitive way. Further, byingsibnly O(k) nodes,
the subscriber can collect all occurrences of a particylae bf data within
a similarity radiusk (for spherical queries). The above technique works for
the subject-based model only. The Pub-2-Stéchnique [49] is also based
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on a naming scheme but designed for content-based serfAiobes2-Sub
maintains a set ah spanning trees each rooted at a node in the network. The
root nodes are dedicated reliable nodes placed at randamonkegpositions.
Each tree correponds to a naming tree assigning a binamg stame to each
node; hence, a node hasnames. The names on a tree form a prefix tree.
Based on the naming scheme, each node is assigned a “zoneaf strings

to own. The zone of a node is the set of all binary stringsisgwith this
node’s name but not with any child node’s name. A query is iliisd to a
random tree and an event is published to all the trees. Psib2-formats

an event as a binary string (e.g., ‘0110010’) and a query t@nval of binary
strings (e.g., [(0110001’, ‘0110101']). On the randomlyosken tree, a query
is routed to, and stored at, all the nodes whose zone ovexfifipghe query’s
interval. On each tree, an event is published to the node avhame is the
longest prefix of the event string. Figure 36.1 provides aangle wheran

= 1. The query ['0110001’, ‘0110101"] is stored at nodes 318, and 18.
The event ‘0110010’ is published to node 18; it will find aletimatching
queries there. In general, the notification path is boundetivio times the
tree height which should b®(logn) in most cases. Also, because there are
multiple paths for the event notification, the disconnettid a path due to
some failure does not stop an event from finding its way to tlaching
queries.

36.4 Query Aggregation

Queries in a publish/subscribe system need to be storedvianaed. Due
to the resource constraints of a typical sensor node, it sgratde to limit
the replication of each query in the network. Although thatiry design
dictates how to disseminate a query, its integration witlhierg aggregation
mechanism may lead to more efficient query forwarding. @seairriving at
a node can be merged and/or pruned to produce fewer quepieseating
equivalent constraints. Query aggregation based on cayeelationship is
useful to deciding whether a query needs to be forwardeddurT his section
describes some common aggregation strategies.

36.4.1 Subscription Covering

Used in various Internet-based publish/subscribe sys{éms25, 12, 14],
one strategy is that a node, upon receipt of a new subscrigtiery, does not
forward it if it is already covered by an existing locally s¢d query. Figure
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Figure 36.2 Subscription Covering: Do not forward a new stipton s if it is already
covered by an existing subscriptign

36.2 illustrates this strategy. Typically, when a new quelg routed to a
nodeP, the node will store a copy of this query and forward it to thextn
node Pyex according to the subscription’s routing protocol. When et
nodePex receives a publication of an eventhat matches, it will forward
it back toP, which in turn forwards< to the node that previously sesito P.
Now, let us assume that there is an existing questored atP such thats
coverss (i.e.,5 D ). In this caseP may opt not to forward to P,y because
P knows that if there is an evertmatchings, it must be returned t® as a
result of P’s forwarding s earlier. By not forwardings, we avoid the costs
of disseminatings further in the network and collecting duplicate events that
satisfy boths ands.

Detecting coverings in a large set of queries can, howeeeg bompu-
tationally expensive procedure for any given sensor hodeth® other hand,
it is not mandatory that covered queries must not be forwardlechniques
[38, 43, 46] have been proposed to detggproximatelysubscription cover-
ings. Although such a technique may still forward a querynefi¢he query
is covered by an existing one, it is guaranteed that no nregabwent will be
missed. These techniques are still much more efficient thamd to detect
all coverings.

The technique in [43] assumes that queries adopt the raderfgrm. It
is observed that if we map a rectangular quereg [I1,r1] x [I2,r2] x ... X
[l4,rg] into a A-dimensional pointp(s) = (—l1,r1,—l2,r2,...,—l4,rq), the
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subscription covering problem thdimensions becomes the point dominance
problem in 21 dimensions. A poinp is said todominatea pointp’ if every
coordinate ofp is no less than that off. Instead of solving this problem
directly, [43] proposed to solve an approximate versiorhefgroblem:

“Find a data structure for a sét of n points in them-dimensional box
[0,MAX;] x [0,MAXp] % ... x [0,MAXy] so that the following question
can be answered efficiently: given a constast(0, 1), and a query point
p=(p1, P2, ..., Pm), Search a subset of the bpg, MAX;] x [p2, MAXy] x
... X [pm,MAXz], whose volume is at lea$l — €) of the volume of the
box, and report any point & if it is in the subset.”

A data structure was proposed that sorts the input pointedbas its
positions on the Z space-filling curve [2]. For each quernnpanly a subset
of segments of the Z curve is searched for the existence gbainy of = that
dominates the query poimt

A different approach has been proposed in [46] which can wuth
both spherical and retangular queries. Unlike [43] whidréases efficiency
by searching only a subset of the set of queries, [46] searaligjueries
but for each visited query the covering condition is quickipwever, tol-
erated by a probability of error. To illustrate the idea, mge that queries
are spherical. Firstly, a constakt< d is pre-determined. Secondl,ran-
dom orthonormal vectorsfus, Uy, ...,Uc}, are generated. Then, each query
centered as with radiusr is mapped to the following-dimensional rectan-
gle:u(s,r) = ui(s,r) X Up(s,r) X ... X U(s,r) where each sidei(s,r) of this
rectangle is the projection of the subscription on unit @eat, which is the
following interval: ( is the inner productd;(s,r) = [UjoS—r, Ujos+r]. To
check whether a querycovers a querg, we check whether the projection
rectangleu(s) covers the projection rectanglgs). If it is found thatu(s)
coversu(s') (or not), it is concluded thad coverss' (or not). Although this
conclusion is not always correct, it is shown that if querdes uniformly
distributed in both center points and radii, the probapiiit error is roughly
bounded b)(2/n)k. This probability approaches zero quicklylamcreases.

The case of rectangular queries is handled similarly. Eagfinal d-
dimensional rectangular quesywith 2¢ verticesvy, Vs, ..., Vs is mapped to
a k-dimensional rectangle where each side is the followingriral: u;(s) =
[Min; o4 (Vj o Ui),max s (Vj o u)]. Using a similar random projection, with
a low probability of error, the subscription covering predol ind dimensions
can be mapped into that kn<< d dimensions. The value ¢&fcan be tuned
to achieve any given success rate.
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[38] addresses a more generic covering problem; that isptbvihether
a new quensis covered bythe setof existing queries; Us, U ... Us,, rather
than by a single existing query. The basic idea is as folldvirst, k points
{X1,%2,...,X} that satisfysare selected in random. Second, we check whether
each of these points satisfies any of the existing queriés ctincluded that
sis covered if all the selected points satisfy the set of egstueries, and
otherwise not covered. Thus, the probability of erronowsigcluding that a
query is covered is upper-bounded (dy- pw)¥, wherep, is the probability
that a random poink; satisfyings also satisfies the set of existing queries.
This error probability is quickly improved dsincreases.

36.4.2 Subscription Merging/Pruning

Another technique to reduce the number of query replicakeémetwork is
via subscription merging36, 25, 50, 17]. Given a set of queri8swe need to
merge them to create a new set of queBesuch that (1) S|<| S| and (2) the
events satisfying are the same as that satisfyiBg Instead of forwarding
the queries ir5, we forward the queries i, thus reducing the amount of
subscriptions in the network.

Although subscription merging is theoretically helpfuk wannot always
find a perfect merging for a given set of queries. Even if sucheaging
exists, its algorithm can be computationally expensivee&d, [17] shows
that the merging problem is NP-complete. Consequentlyenfept merging
algorithms are suggested [36, 50, 17]. These algorithmstaimerge the
queries inSinto a new set of querieS such that (1) S|<| S | and (2) the
events satisfying are asubsebf that satisfyingS.

One such an algorithm [50] cluste®snto groups of similar queries and
then finds a merging for each group. In another algorithm, {B@&] representa-
tion of a query is based on the concept of ordered Binary etBatagram
(BDD) [10]. A BDD is a rooted, directed acyclic graph desigrfer easy
manipulations of Boolean functions. A query is expressealBBD in which
each node is a predicate of the query and a solid (dashedjrtinka node
means that the corresponding predicate is satisfied (sfisd)i. For exam-
ple, Figure 36.3(a) shows a BDD for the qué¢(yemperature’ > 100) AND
(‘humidity’ < 50)} OR {(‘temperature™ 100) AND (‘humidity’> 50) AND
(‘wind speed’> 50) AND (‘wind speed< 100)}. Given an event, it traverses
the BDD and if terminal node 1 is reached, it is concluded thatevent
satisfies the query. To address a large number of queriesatlamge number
of BDDs, a modified version of BDD called MBD is introduced. AB{D
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Figure 36.3 Examples of query representations

is a forest of BDDs, each representing a query, with the ptppbat if a
predicate occurs in multiple queries only one common nodbased among
these queries to represent the predicate; this predicatalisated only once.
A MBD thus represents the merging of multiple queries. Wimth MBD,
two predicate nodes can also be merged to create a singletmoepresent
the same condition, resulting in a simpler MBD. An event ialested on a
MBD rather than on each individual query.

Imperfect merging has its tradeoff. At any noBewhere an imperfect
merging ofSinto S is performed, we have the problem that many false events,
that satisfyS but notS, could be returned to node. This is unnecessary
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traffic which can be costly for sensor networks. In additibre computa-
tional and space costs to perform subscription mergingdpeor imperfect)
may exceed that a sensor node can afford. Thus, subscripteyging is
recommended only when its scope is small.

Subscription pruning7] is another strategy to reduce the query storage
load in the network. Each query is represented as a tree [@hioh each
inner node represents a Boolean operator (e.g., AND, OR)eaictl leaf
being a single-attribute predicate (e temperature’> 100), or (‘humidity’
< 20). For example, Figure 36.3(b) shows the Boolean tree reptiegethe
same query in Figure 36.3(a). The tree is then simplified byipg off some
predicates or by replacing them with simpler ones. Sincejtiegies become
simpler, data structures and algorithms for processing tiegjuire less mem-
ory and computation. On the other hand, similar to impergdiscription
merging, subscription pruning also results in notificatbdifalse events.

36.5 Event Matching

When a publication of some event reaches a node where thitylstared
queries need to be evaluated against this event, simpindesvery query
and predicate may be computationally expensive for a sensls, especially
when there are numerous, complex queries and high volummseafs. Con-
sequently, it has been proposed that the queries are oeghinito some data
structure that enables faster than linear-time event rmgch

The Matching Tree in [1] is such a data structure, where themrag time
is sub-linear and the space complexity is linear. This thesva incremental
query updates (insert/delete) and is most suitable whenet®are published
at a fast rate. Each tree node is a test on some of the attiloue each
link eminating a node is labeled with a result of the corretiog test. A
link with label *" means a “do not care" link. Each query cesponds to a
leaf node and the path from the root to this leaf node consisadl the tests
whose conjunction is equivalent to the query. For exampre 36.4 shows
a simple matching tree storing three quermsy : (attr; = v1) AND (attr, =
Vo) AND (attrs = v3), sulyp: (attr; = v1) AND (attrs = v5), andsuly: (attr; =
V1) AND (attr, = v,) AND (attrs = v3). To find the queries matching an event,
at each node starting at the root, the corresponding testfisrmed and a link
to the next node is followed if its label matches the resutheftest. This step
is repeated at the next node. The leaves that are finallyedisibrrespond
to the queries that match the event. In the case where a qoesjsts of
equality tests on the attributes, the expected time to netemdom event is
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O(n'*) wheren is the number of queries andis a parameter dependent
on the number and type of attributes (in some cases,1/2). The constants
hidden behind the bi@ notation are quite reasonable.

The matching tree structure follows the approach that taechdor queries
matching a given event starts from the attribute conssaietived from the
full set of queries and moves through them consulting thébates appear-
ing in the event. The binary decision datagram (BDD) stnectiscussed
in Section 36.4 also follows this approach. Alternativelie can start with
the attributes appearing in the event and move through trwemeudting the
query constraints. An early method adopting this approsithe SIFT system
[51], which is the basis for subsequently designed strest{@1, 13]. SIFT
is limited to strings only and the equality operator oveingis. Le Subscribe
[21] allows the integer type and its associated operat@8].ddds the prefix,
suffix, and substring operators for strings and, especiallgws a query to
be expressed as a disjunction of conjunctive clauses, sbgjgingle con-
junctive clause. The matching algorithm in this work is lshea a counting
algorithm also used in [21, 51] and when tested on a 950Mhzpoden for
a 10-attribute event and 20 queries consisting of 25 cotijumg could find
the matching queries in 3 milliseconds. It took 48 bytes ofaye for each
elementary predicate. This algorithm is therefore simplbefficient enough
to be implemented on a sensor node.

Another strategy for building an efficient data structurdased on the
query covering relationship. It is observed that if an eventatches query
s1 (denoted byx € s1) and if we already know thay, C s, for some query
S, then it must be true thate s, and we need not check whethematches
s,. Based on this observation, we should build a data struthatecaptures
the covering relationship among subscriptions. This islaimo the problem
of Orthogonal Range Seardh Computational Geometry, for which several
structures exist such as the kd-tree [5] and the layereceriag [19]. Using
the kd-tree, the complexities would En'~/4) for time andO(n) for stor-
age, while that using the layered range tree woul®beg’n) for time and
O(nlog?~1n) for storage. If one of these two structures must be used,aue t
the high storage cost of the layered range tree, the kd-trea@ds be a better
choice for sensor networks.

The random projection approach in [48], which was discussetier in
Section 36.4.1, can be used to expedite the matching prozddsing a ran-
dom projection fromd dimensions tk dimensionsd is the number of event
attributes k is some small constant), a query is mapped tedimensional
rectangle. To check whether an evenhatches a querg (centeru, radius
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sub; sub, subj

Figure 36.4 Example of a matching tree

r), a quick check can be to verify whether the projectiérof x in the k-
dimensional space is inside tkedimensional rectangular projectighof s.

If X ¢ ¢, we can immeditately ignorg, otherwise, we perform the check
whetherx € sas usual. The first check is performed ik-dimensional space,
thus much quicker than the second check which isdadamensional space.
A nice property of this method is that the number of queried dan be
ignored after the first check increases quickly if a largdnedork is chosen.

36.6 Middleware Development

It is important to have a middleware component that can begiated on
top of a sensor network to allow for easy deployment of pulgigbscribe
applications. An application developer should know justho call the pub-
lish/subscribe functions, not having to worry about the ptaxity of the

underlying network and the implementation details of thblgh/subscribe
mechanisms. There have been various approaches towarilipgownid-

dleware services in sensor networks, and according to tiegaazation in
[30], these approaches can be placed in one of the follownogps: (1)
database-inspired approaches (TinyDB [37], COUGAR [8NA[42]); (2)

tuple space approaches (TinyLIME [11]); (3) event-basqut@gches (Mires
[44], MQTT-S [33], TinyCOPS [28]; and (4) service discovdmgsed ap-
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proaches (MILAN [29]). Publish/subscribe middleware Ingjs to the group
of event-based approaches.

Mires [44] is such a publish/subscribe middleware desidricivhas been
implemented using nesC on top of TinyOS 1.x. Mires suppmrtgect-based
publish/subscribe applications and provides an archite¢hat allows sensor
nodes to advertise the subject of sensor data they can pravéer applica-
tions to select subjects of interest from the advertisedlices, and sensor
nodes to publish their data to the corresponding subsstifiéie subscription
and notification protocols integrated in this middleware similar to that of
Directed Fusion. Mires also offers data aggregation sesvior some com-
mon aggregation functions, such as min, max, and averagelgoeduce the
event traffic in the network.

Another middleware design is the MQTT-S architecture by 1E33].
MQTT-S is an extension of MQTT originally developed for teletry appli-
cations using constrained deviéeShis architecture is applicable smibject-
basedpublish/subscribe applications that run in a network irdégg multi-
ple wireless sensor networks (WSN). Its aim is to hide endtptetails: an
application running on either the backbone network or msiVSN does not
know whether the data is coming from a device in a WSN or théliame
network. A query can be submitted anywhere in the global agtsubscrib-
ing to events that may belong to one or more participating \&/3Bfoker
nodes are placed in the backbone network to provide a pudaliskcribe ser-
vice to the nodes in the backbone network; the broker nodetheioriginal
MQTT middleware. MQTT-S is used to provide a publish/suiteciservice
within a single WSN, with two main entities: MQTT-S Clientming on a
sensor node and MQTT-S Gateway running on a gateway nodesctimp
its WSN to the global network. An MQTT-S Client contains batpublisher
and a subscriber, thus allowing sensor nodes to not onlighubiteir data,
but also receive e.g. control information sent by nodesinegiin the global
network. The main function of the gateway is to translateveen MQTT-S
and MQTT protocols. This architecture is illustrated indfig36.5. MQTT-S
provides a method to search for a local gateway and allowsdtiple gate-
ways used per WSN, thus increasing the reliability of theliphfsubscribe
system under deployment. MQTT-S has been implemented sitzet which
comprises two wireless sensor networks of different typegigBee-based
and a TinyOS-based one. Both implementations are lightweigth about
12kB of code. The testbed devices each have only 64kB of anognemory

1 http://mqtt.org



36.6 Middleware Developmentl9

\/\ ol \ o Y e N
(" N b
A mMaTT \\
\ LA arr warr | |
MQTT-S client |
Gateway broker /\

Conventional LANs ‘1‘

SA
MQTT-S
client

Wireless SA Network

(

‘I Mbm'é

) \
Morrs
/M i \ /
! \ Muns f
/
F\ o

CI lent oot

Figure 36.5 The MQTT-S middleware architecture
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available. The MQTT-S Gateway is written in Java and useddaka Commu-
nications API to communicate with the gateway devices dverserial port.
The Gateway connects to a broker using the MQTT protocol.edadsiding
on the TinyOS-based network can communicate with nodes eZitjBee
network via the broker.

Mires and MQTT-S focus on architectural and networking éssand
provide support for simple subject-based subscriptiomispablications. The
middleware development in [52] is aimed for a rich expre=sass of query
and event description. A set of filtering operators is pregoto support
not only standard comparison and string operators, butallew for spa-
tiotemporal constraints. For example, a query can be sibestto receive the
average temperature at a specific location during a futuiegef time. A
problem with this middleware development is due to the cexipt involved
in the implementation of the subscription and notificatiosatpcols. Indeed,
a complex timestamping scheme is needed to support the tahqperators
and, further, the spatial operators requires locationriégion which is not
always available for every sensor network [30].

The aforementioned middleware designs tightly integrdterifig, rout-
ing and forwarding mechanisms resulting in more optimizad,less flexi-
ble solutions. TinyCOPS [28] is aimed to be a unified middienarchitec-
ture enablingcontent-basegbublish/subscribe applications, not just subject-
based, that gives the application developer a wide rangetadgonal choices
about the communication protocol components to use forcsigt®n and
notification, the supported data attributes, and a set wfcgeextension com-
ponents. This allows the adaptation of the publish/subscservice to the
specific needs of the application to deploy. TinyCOPS alsmduces the
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concept oimetadatancluded in the description of each query to influence the
communication and sensing process. For example, the niateaa specify
the expiration time for a given query or to request a samptatg events
should be sent to the subscriber. TinyCOPS has been imptethém run

on top of TinyOS 2.0, in which two communication protocole artegrated
(broadcast-based or gossip-based).

36.7 Concluding Remarks

The publish/subscribe paradigm represents a large claappbications in
sensor networks as sensors are designed mainly to detectotifhd upon
events of interests. This important paradigm allows a usesubscribe in
advance a query specifying the early warnings of a wildfioghat any event
matching these warnings when detected by a sensor can bishmabto the
network quickly to notify the subscriber. In industrial dipptions, we can
provide a more secure working environment by deploying a@enetwork
that warns workers upon detection of dangerous events.

Many publish/subscribe techniques for sensor network® tmen in-
spired by that for traditional Internet-based networkst Example, some
gossip-based routing schemes, query aggregation schantkeyent match-
ing algorithms that have been designed for the Internet ¢sm lze used
in sensor networks, as we discussed eatrlier in the chagtereThowever,
remains much room for future research. For a large-scalsosaretwork
where broadcast-based and gossip-based routing appsoaretyenot be the
best fit, the routing design should be driven by the contenthefmessage
being routed so as to limit the scope of propagation. In nesvavhere
location information is available, it should be a main fadto the routing
design. In other networks without location informatione thaming-based
approach seems a promising direction, the challenge, rewbeing how
to maintain the naming structure efficiently under netwoykamics. Since
sensor networks may be of different types (small vs. largeation-aware
vs. location-unaware, static vs. dynamic) and the apjdinab deploy may
also have its own characteristic (low vs. high query rate, ¥s. high event
rate, subject-based vs. content-based, etc.), it is difftouchoose a pub-
lish/subscribe design that works well in every case. Thaiher than trying
to find a universally “perfect” design, it would be better ttagorize the
networks and applications into similarity-based groups @esign the “best”
technique for each group.
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It is then natural for the next step to be developing a puldigbscribe
middleware package that provides a set of common servicesogi pub-
lish/subscribe network/applications no matter their gaties, and another
set of services each customized toward a specific categbiy.nfiddleware
should provide convenient tools for the middleware designeadd new
service components to the existing architecture, such asvadanguage for
query and event description and a new implementation fdirmgudata ag-
gregation, or an event matching algorithm. It should alse thie application
developer freedom and a convenient API to choose the pidaliskcribe ser-
vice configuration that is best for the context of the deplegmMiddleware
development for publish/subscribe applications in sem&works remains
ad hoc and isolated. It should be a high-priority item in thufe research
towards publish/subscribe services in sensor networks.
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