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Abstract

This paper describes experiments performed with 40 subjects wearing an eye-tracker and watching and imitating videos of finger,
hand, and arm movements. For all types of stimuli, the subjects tended to fixate on the hand, regardless of whether they were imitating or

Ž .just watching. The results lend insight into the connection between visual perception and motor control, suggesting that: 1 people
analyze human arm movements largely by tracking the hand or the end-point, even if the movement is performed with the entire arm, and
Ž .2 when imitating, people use internal innate and learned models of movement, possibly in the form of motor primitives, to recreate the
details of whole-arm posture and movement from end-point trajectories. q 1998 Elsevier Science B.V. All rights reserved.
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1. Introduction

Imitation is one of the most ubiquitous forms of human
learning. What appears to be a simple process of ‘monkey
see, monkey do’ involves intricate interaction between
several cognitive systems. The work described in this
paper focuses on studying the relationship between percep-
tion and motor control in imitation.

Recent work in neuroscience, cognitive science, and
developmental psychology has provided preliminary but
growing evidence for a link between the perceptual and
motor systems. A shared neural substrate between imag-

w xined and executed movements was shown 17,35 , as was
increased activity of motor cortex motor evoked potential

w xduring movement observation, both in humans 24,34 and
w xmonkeys 20 , the latter involving ‘mirror neurons’ in the

w xpre-motor cortex 66 . Psychophysical data have led to
w xsimilar conclusions 57,75 , as has evidence from develop-

w x w xmental studies 9 , lesion studies 27 , and performance
theories about skills such as squash and catching
w x1,22,67,68 .

This convergence of evidence is largely generated in
experiments not focused on imitation. In order to address
the perceptual end of sensori–motor integration within the
context of imitation, we asked the following question:

) Corresponding author.

Do subjects observe and attend to movement stimuli
differently depending on whether they are just watching or
watching with the intention to subsequently imitate, i.e.,
generate the observed movement?

Our experiment would present subjects with stimuli and
monitor their fixations in order to address two key issues:
1. Is there a difference between watching to imitate vs.

just watching?
2. When watching to imitate, what features are fixated on,

in order to obtain sufficient information to repeat the
observed movement?
If we assume strong sensori–motor integration, we

would expect to see no difference in fixation patterns
between the imitation and no-imitation conditions, since
the unconscious process of early stages of movement
preparation would be uniformly active in both. A result
providing a negative answer to the first question would
add overt fixation behavior to other data supporting the
sensori–motor connection. The second question addresses
issues of underlying mechanisms for motor control by
considering sparse information provided by fixation data
and its use in subsequent movement generation which
humans perform with excellent imitative proficiency
w x15,40,72 .

To address these questions, we designed an eye-track-
ing experiment in which the subjects were shown videos of
different types of natural but unfamiliar finger, hand, and

0926-6410r98r$ - see front matter q 1998 Elsevier Science B.V. All rights reserved.
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arm movements, were told in advance they would either
imitate or just watch, and had their fixations recorded.
Although fixations are only one part of complex percep-
tion, the results lend insight into the underlying sensori–
motor integration question.

2. Materials and methods

2.1. Subjects

The subject pool consisted of 34 university students,
and six faculty, research, and support staff, totaling 40, 12
females and 28 males. One subject was left handed, the
rest were right handed. Each participated in a one-time
session lasting approximately 20 min, varying only in the
time required to fit and calibrate the eye-tracker. All
subjects received a standard payment.

2.2. Equipment

The experiments were performed with subjects wearing
a head-mounted eye-tracking apparatus while watching

Ž .short videos presented on a computer screen Fig. 1 . The
w x‘Omnitrack1’ eye-tracker 70 was used, consisting of a

light metal head-mounted frame that points an infra-red
camera at the subject’s right pupil and another camera
mounted on the front of the frame and directed at the

Žstimulus screen. The stimuli were short videos moving
. Ydisplays , presented on a 17 computer screen equipped

with four infra-red emitters used for eye-tracker head-set
alignment. The distance between the screen and the sub-
ject’s eyes was adjusted to 60 cm, to provide a constant
visual angle of 30.28 with respect to the horizontal screen
size, as this setting provides the most accurate Ominitrack1
results. The right eye gaze position was measured within
the screen area; head movement of up to about 158 results
in no loss of accuracy. Ideal calibration leads to a mean
error of 0.58 of visual angle which corresponds to 5 mm on
the screen. Head-set shifts introduce deviations resulting in
mean accuracy between 0.78 and 1.08. The cameras are
mounted at the front of the head-set, and counterweighted
at the back. Due to variability in subject head shape,
head-set balance is not perfect in most cases, resulting in
small vertical shifts of the head-set, and thus leading to

Ž .errors in the vertical y measurement. Repeated move-
Žments such as our deferred imitation sessions interspersed

.between the stimuli , can also induce those head-set errors.
The eye-tracker’s computational equipment stores the

Ž . Ž .x, y horizontal, vertical coordinates, the pupil size, and
the duration of the fixation at the screen resolution of 640
by 480 pixels at 60 Hz. Fixations are detected using a
308rs velocity threshold. The gaze velocity is computed
over a 33 ms window and must remain below the threshold
for at least three successive video frames in order to be

Fig. 1. The experimental eye-tracking apparatus; top: the head-mounted
frame with two cameras; middle: the complete three-monitor set-up and
the position of the subject; bottom: the imitation condition.

registered as a fixation. Thus, the minimum duration of
detected fixations is 83 ms.

2.3. Task and stimuli

Three types of stimulirmoving displays were used:
films of finger, hand, and arm movements against a black
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Ž .background Fig. 2 . The different stimuli were chosen in
order to avoid stimulus-specific behavior and to control
both for the effects of stimulus size in the image and for
speed of movement. The images in each stimulus film
were sized to fill the screen; in finger-movement films the
hand filled the screen, while in hand and arm movement
films a much smaller percent of the screen was devoted to
the handrfingersrend-point. Each stimulus film lasted
between 4 and 6 s; the stimulus pool consisted of 19
different films. The movements in the films were designed
to be stylized and arbitrary, thus unfamiliar and different

Fig. 2. Examples of finger, hand, and arm movement stimuli, shown as
single frames taken from the videos.

from gestures used in spoken and sign language and
common signaling systems. Finger movement films fea-

Žtured closeups of a motionless hand, either upright wrist
. Žbelow hand or on its side wrist on the right, see top of

.Fig. 2 , with fingers extending out and curling in, in
discrete steps. Hand movement films featured a hand and

Žlower forearm the elbow was never shown, see middle of
.Fig. 2 following a smooth trajectory or moving through a

sequence of discrete positions. Arm movement films fea-
tured the entire bare arm, from the tips of the fingers to the

Ž .shoulder see bottom of Fig. 2 , in which the hand and the
arm changed position at the wrist and elbow, using discrete
flexion and extension movements at each of the joints.

2.4. Design and procedure

Each subject was instructed to avoid head movements
and imitate as well as possible. The subject was shown a
sequence of 25 films, and instructed before each film
whether to just watch or to watch and then imitate as soon
as the film finished. The computer screen was black
between the stimuli and during the imitation phase. In the
imitation condition, the subject extended the right arm and
imitated without visual feedback.

The 25-film experimental block consisted of four parts,
Ž .covering the different conditions: 1 just watching five

Ž . Ž .films; 2 watching and imitating five films; 3 just watch-
Ž .ing three films; 4 watching and imitating six films. The

specific number of films shown was based on the total
number available, and on the target experiment duration:
the entire experiment took no more than 30 min, in order
to prevent subject fatigue. Stimuli within each of the four
parts were drawn randomly from the stimulus pool; the
order of the parts was randomized across subjects.

2.5. Data analysis

For cross-validation purposes, we used two methods of
data analysis, a qualitative and a quantitative one. In the
qualitative method, a single naive observer watched the
eye-tracker output on a video screen that superimposed the
fixation point over the stimulus films. The observer col-
lected qualitative data about the position of fixation rela-
tive to the hand. The data were then combined to compute
the total percent of fixations on and off the hand; the hand
included the fingers, palm, and wrist. As this was an

Žextremely time-intensive procedure it took a week of
.full-time film viewing on the part of the observer , we

devised a more efficient as well as a more precise, auto-
mated method. In this automated, quantitative data analysis

Žmethod, we digitized all of the original film stimuli without
.fixation points and marked in each frame the following

salient points, i.e., features: the tips of the fingers, the
centers of palm, wrist, elbow, and shoulder. Not all of the
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salient points were visible in all stimuli; all visible ones
were marked. This information was used to automatically
compute the distance between the fixation point on a given
stimulus film segment and the visible features in the film.

In the analysis, we accounted for the distance on the
x-axis, because the subjects’ imitation movements caused
vertical shifts of the head-set leading to deviations in the
gaze-position measurement. Due to the geometry of the
head-set, these errors mainly affected the y-values, so the
restriction to x-values yielded considerably higher preci-
sion. Note that the y-value was not completely ignored;
rather, it was only disregarded with respect to the measure-
ment of distance between gaze and feature position. It was
still used to decide the distance of the fixation relative to

Ž .the features i.e., the fingers, hand, the elbow in situations
of corresponding x-positions. Due to large distances be-
tween features, the y-coordinate was a reliable basis for
discrimination. Since arm, hand, and fingers were pre-
sented from different angles, there was no essential infor-
mation loss, i.e., the y-values were not as meaningful as
the x-values.

3. Results

In order to address the original questions about
sensori–motor interaction, we performed a series of analy-
ses of the eye-tracking data. Specifically, we asked the
following questions.

Ž .1 Where do subjects fixate when watching move-
Ž .ments? Section 3.1

Ž .2 How long do subjects fixate on specific features
Ž .while watching movements? Section 3.2

Ž .3 Are there patterns of transitions between fixations,
Ži.e., are specific feature sequences more frequent? Section

.3.3
Ž .4 Does fixation behavior change over the presentation

of a movement video, i.e., do subjects fixate on different
features early on compared to later in the stimulus pre-

Ž .sentation? Section 3.4
Ž .5 Does fixation behavior differ between the no-imita-

tion and imitation conditions, i.e., do subjects fixate differ-
ent when they are just watching compared to when they

Ž .plan to subsequently imitate? Section 3.5
The results of the data analysis addressing each of the

above questions are presented next.

Table 1
The results of analysis by observation; rows indicate the percent of
fixations on and off the hand for each stimulus type

Feature fixated on Type of stimulus film Mean %

Finger Hand Arm

On the hand 74.6 86.0 83.4 81.34
Off the hand 25.4 14.0 16.6 18.66

Table 2
The results of automated analysis; rows indicate the average percent of
total viewing time, with standard error, spent fixating on each feature

Feature fixated on Type of stimulus film

Finger Hand Arm

Hand 90.7"0.7 67.4"0.9 61.3"1.8
Elbow – – 21.9"1.3
Shoulder – – 7.0"1.4

3.1. Location of fixations

In Table 1, we show the qualitative data; the rows give
the position of fixation for each type of stimulus and
demonstrate that the largest number of fixations is on the
hand. The relatively high instance of fixations off the hand
in finger stimuli is due to qualitative scoring; as shown in
Table 2, more accurate automated analysis, which incorpo-
rated an error margin due to head movements, eliminated
this effect.

Table 2 shows the details for each stimulus feature
demonstrating the percent of total time the subjects spent
looking at each; the rows list the features for each of the
stimulus types. We defined ‘target areas’ around the fea-

Ž .tures fingers, palm, wrist, elbow, shoulder that contained
the features themselves and a tolerance area derived from
the eye-tracker motion error margin. Importantly, the tar-
get areas for the features were properly scaled to match the
associated targets: the fingers, palm, and wrist target areas
were the same size. In arm movement films, the additional

Želbow and shoulder target areas were larger diameter of
.60 pixels each than the fingers, palm, and wrist areas

Ž .diameter of 30 pixels each . This arrangement was chosen
because elbow and shoulder are rather large and coarse
fixation ‘attractors’, while the other three areas are located
close to each other and represent small and detailed tar-
gets. The results are consistent with the qualitative analy-
sis. The automated analysis was based on an error margin,
as stated earlier, while the qualitative analysis was based
on the observer’s subjective decision as to whether a
fixation is on or off the hand, respectively. Not surpris-
ingly, a quantitative difference exists between the exact
values in the two analyses, but the qualitative result is
consistent.

Table 3
Fixation patterns within the hand, as demonstrated in the finger and hand
films; rows indicate the average percent of total viewing time, with
standard error, spent fixating on each feature

Feature fixated on Type of stimulus film

Finger Hand Arm

Fingers 63.9"2.4 31.6"1.1 38.4"1.3
Palm 20.0"1.7 19.6"1.0 9.4"0.7
Wrist 6.8"1.3 16.3"1.0 13.5"1.0
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Table 3 uses a format consistent with Table 2 to show
the details of the fixation behavior within the hand, break-
ing them down by fingers, palm, and wrist. The empty
entries in the tables indicate features that were not present
in some stimulus videos; specifically, finger and hand
videos did not include the upper arm, so no fixations went
to the elbow and shoulder.

Most of the fixations were spent on the hand, and
within the hand, most fixations were spent on the fingers.
The percent values for all of the features were entered into
a one-factorial ANOVA with repeated measures for each

Ž .type of movement film i.e., finger, hand, and arm . Note
that two-factorial ANOVAs could not be calculated due to
the different numbers of levels for each type of stimulus;
namely, the finger and hand stimuli necessarily contained
no data for the shoulder and elbow. Finger movement
films demonstrated a significant main effect of the fixated

Ž .feature on the percent values Fs175.51; p-0.0001
and meaningful differences between all three levels
Ž .fingers, palm, and wrist . In hand movement films, a

Žsignificant main effect was found as well Fs43.39;
.p-0.0001 , again with three significant between-level

contrasts. Here, the order was hand, wrist, then palm. The
main effect in arm movement films was significant as well
Ž .Fs93.25; p-0.0001 , with the fingers being attended
longer than the other features. The only non-significant
contrast was found between the two least fixated features,
namely palm and shoulder. These data are consistent with
the qualitative analysis; both show a significant pattern of
fixation on the end-point of the movement, i.e., the hand.
The significance of the different parts of the hand varies
considerably between stimulus types, with the hand being
the target of most of the fixations.

As a null hypothesis, we automatically generated ran-
dom fixations for all of the stimulus films, and analyzed
them in exactly the same way as we did with the human
fixation data. The number and duration of these random
fixations was identical with those produced by all 40
subjects taken together. Table 4 shows the random fixation
data for all five features. As before, finger and hand films
did not include the elbow and shoulder features, so no
fixations went there. As predicted, the distribution of
random fixations is homogeneous, showing obvious differ-
ences from that generated by human subjects and thus

Table 4
The results of the automatically generated random fixations, for each
feature in the stimulus

Feature fixated on Type of stimulus film

Finger Hand Arm

Fingers 13.7"1.1 10.5"0.6 7.1"0.9
Palm 14.1"0.9 9.9"0.7 7.1"0.8
Wrist 13.5"0.9 10.1"0.6 6.8"0.5
Elbow – – 13.2"1.4
Shoulder – – 12.6"1.2

Table 5
The results of the automated analysis showing the average fixation

Ž .duration with standard error in ms for each feature in the stimulus

Feature fixated on Type of stimulus film

Finger Hand Arm

Fingers 629.2"26.0 314.0"17.3 389.4"11.5
Palm 568.2"27.7 366.3"23.9 453.6"26.5
Wrist 398.3"25.9 322.8"16.6 370.5"15.3
Elbow – – 388.5"14.6
Shoulder – – 338.2"17.2

demonstrating the significance of our results. This analysis
verifies that our eye-tracking results are not biased by our
analysis methods, and that there is nothing inherent in the
video sequences that produces clustering of fixations on
the particular features over time. Note that the columns
here need not add up to a 100% because we introduced the
described target areas and some fixations could not be
attributed to any of the salient features within those areas.

3.2. Duration of fixations

Automated analysis measured the duration of fixations
on fingers, palm, wrist, elbow, and shoulder. Table 5
presents the average duration in ms with the rows indicat-
ing the salient points for stimulus type. Fig. 3 gives a
visual illustration of the data: it shows a single frame from
an arm movement video, with the locations of the dots
indicating fixations and their radii indicating fixation dura-
tion.

The durations were entered into a one-factorial ANOVA
with repeated measures. In finger movement films, distri-
bution of gaze position varied significantly between the

Ž .fingers, palm, wrist Fs42.95; p-0.0001 with signifi-

Fig. 3. An example data frame from an arm movement video; the dots
mark the positions of the subjects’ fixations, the dot radii indicate fixation
duration.
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cant differences in duration between all of the above three
levels. Hand movement films revealed a significant main

Ž .effect as well Fs6.71; p-0.002 , but only the data
contrasting fingers versus palm and palm versus wrist were
significant. Arm movement films also demonstrated signif-

Ž .icant differences Fs7.68; p-0.0001 . Fingers, wrist,
and elbow did not induce different fixation durations but
the palm and shoulder differences were significant: palm
fixations were longer, shoulder fixations shorter. Finally,
no delay was found between the hand position in the arm
movement films and the subjects’ corresponding gaze posi-
tion. This is not surprising, since the movement speed in
the stimuli was slow enough to allow for smooth pursuit
w x77 .

3.3. Fixation transitions between features

We measured the ‘probabilities of transition’ between
all pairs of features for the three different types of stimulus
films in order to assess whether some transitions are more
likely than others. As shown in the figures below, the data
indicate no significant preferred direction of saccades.
Furthermore, the data confirm a strong tendency to fixate
toward the end-point, i.e., the hand, in case of the arm
videos, and the fingers the rest of the videos. This further
supports the fixation location and duration data; subjects
tend to fixate at the end-point and once there, to remain
there for some time.

Figs. 4–6 demonstrate the data in pictorial form. For
Žeach of the three types of stimulus films finger, hand, and

.arm , we demonstrate the state transition diagram that
shows how probablerlikely fixation transitions are be-
tween each of the features. The probabilities are expressed
in percent values. The highlighted areas indicate the fea-
ture being fixated on: fingers, palm, or wrist in finger and
hand films, and fingers, palm, wrist, elbow, or shoulder in

Fig. 4. Transition probabilities in finger films. The highlighted areas
indicate the feature being fixated on: fingers, palm, or wrist. The numbers
on the arrows indicate the percent probability of saccading in that
direction. Darker arrows indicate most likely transitions.

Fig. 5. Transition probabilities in hand films. The highlighted areas
indicate the feature being fixated on: fingers, palm, or wrist. The numbers
on the arrows indicate the percent probability of saccading in that
direction. Darker arrows indicate most likely transitions.

arm films. The numbers on the arrows indicate the transi-
tion probability, i.e., the likelihood of saccading in that
direction. The most likely transitions for each type of
stimulus film are also marked with darker arrows. The data
demonstrate the subjects’ tendency to fixate on the hand
region. The arm video transitions also show that subjects
have a tendency to, when not fixating on the hand, move
toward the hand or remain in the region of the fixated
feature, rather than fixate between non-hand features.

3.4. Temporal distribution of fixations

Another interesting question to ask is whether the ob-
served fixation pattern changes over the course of stimulus
presentation. We addressed this question by dividing the
video sequences into two segments and comparing the
results of one-factorial ANOVA with repeated measures

Ž .for each type of movement film finger, hand, and arm .
We found that the data show differences in the subjects’
distribution of fixations between the two halves of the
videos. Since the informational content of the videos is
designed to be relatively uniform, i.e., the presented move-
ments do not change in content, nature, or richness
throughout the duration of each video, the observed differ-
ence must stem from other factors.

To examine these differences, we performed analyses of
variance for all the combinations of features and stimulus
types. The analyses were based on the mean values for
each of the 40 subjects. Table 6 demonstrates the compos-
ite, consisting of 11 analyses, indicating the average per-
cent of total viewing time spent on each feature during the
1st and 2nd half of the videos. The associated statistics are
included in the table to indicate the significance of the
observed differences.

In finger movement stimuli, the fingertips attracted
fewer fixations during the 1st half than during the 2nd half
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Fig. 6. Transition probabilities in arm films. The highlighted areas indicate the feature being fixated on: fingers, palm, wrist, elbow, or shoulder. The
numbers on the arrows indicate the percent probability of saccading in that direction. Darker arrows indicate most likely transitions.

of the videos. Conceivably, shortly after the start of a
video sequence subjects ‘scanned’ the whole scene and
subsequently directed their attention at the fingertips as the
most salient feature. In hand movement stimuli, most
fixations in the 1st half are aimed at the fingertips, while
during the 2nd half the majority shifts to the wrist. Simi-
larly, arm movement films show a weak shift of attention
from the fingertips in the first part, to the palm and the
shoulder in the 2nd half.

If we postulate that the end-point of the arm is the
source of the majority of information about the task being

demonstrated, and thus the most relevant for imitation,
then we can explain the data above as follows. In finger
movement stimuli films, the screen is filled with the image
of a hand with moving fingers. After an initial scan,
subjects quickly learn that the fingers are the only moving
feature and continue to fixate on them. In contrast, in the
hand and arm movement films, multiple features can move
simultaneously, i.e., the movement of the fingers is not the
only source of information. Consequently, subjects fixate
on the fingers when they are introducing novel informa-
tion, but may become familiarized with the general form of

Table 6
Ž .The entries in each table cell indicate the percentages of 1st and 2nd half of the stimuli shown as 1str2nd and the associated statistics

Feature fixated on Type and portion of stimulus film

Ž . Ž . Ž .Finger 1str2nd Hand 1str2nd Arm 1str2nd

Fingers 62.07r74.1 61.90r35.16 46.53r41.19
Fs49.91; p-0.0001 Fs177.53; p-0.0001 Fs7.29; ps0.0102
MSes0.00671 MSes0.00806 MSes0.00779

Palm 23.81r16.47 14.81r21.07 7.34r9.29
Fs42.38; p-0.0001 Fs19.81; ps0.0001 Fs6.12; ps0.0178
MSes0.00254 MSes0.00396 MSes0.00125

Wrist 15.12r9.52 23.29r43.77 15.09r15.57
Fs15.15; ps0.0004 Fs161.66; p-0.0001 not significant
MSes0.00415 MSes0.00519

Elbow – – 24.49r22.66
– – not significant
– –

Shoulder – – 6.56r11.29
– – Fs16.59; ps0.0002
– – MSes0.00270
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Table 7
Relative pupil dilation with standard error, shown in the number of pixels
in the camera’s image, for three types of stimuli and two imitation
conditions

Type of stimulus film Experimental condition

Imitation No imitation

Finger 1874.0"109.6 1680.7"102.3
Hand 1934.4"134.1 1832.4"107.0
Arm 2188.4"132.4 1858.7"114.1

the stimulus and thus capable of briefly fixating elsewhere
in the moving image without significant loss of informa-
tion.

3.5. Imitation Õs. no-imitation condition

Finally, we investigated whether the prospect of subse-
quent imitation influenced fixation behavior. Interestingly,
neither fixation duration nor the percent of total time spent
on each feature proved to be significant. However, another
parameter, pupil dilation, was found to depend on the
condition of imitation. Table 7 presents the average pupil
dilation for the two conditions and the three different film
stimuli.

A two-factorial ANOVA on pupil dilation revealed
significant main effects for both condition of imitation
Ž . ŽFs90.06; p-0.0001 and type of stimulus Fs11.4;

.p-0.0001 . The differences between the three levels of
the second factor were all significant. No interaction be-

Ž .tween the two factors was found Fs1.83; ps0.167 .
Since our stimuli were of constant brightness, the variation
of pupil dilation can be assumed to be positively correlated

w xwith the subjects’ cognitive activity 37 . In this context,
the data reveal that higher stimulus complexity increases
the subjects’ attention, i.e., pupil dilation increases from
finger to hand to arm movement films. Furthermore, the
dilation is higher in the imitation case, implying that the
task of subsequent imitation leads to higher cognitive
activity during stimulus presentation.

In summary, our data show that subjects tend to fixate
at the end of the moving manipulator, i.e., the hand, the

Ž .finger s , or the thumb, that pupil size increases with
higher movement complexity and the imitation condition,
and that the temporal pattern of fixation changes over the
duration of stimulus presentation. In all cases, both fixa-
tion frequency and duration are maximized at the end-point;
the results are significant across different image scales and
levels of stimulus complexity. 1

1 We have conducted follow-up experiments at the ATR Human
Information Processing Research Laboratory involving stimuli films fea-
turing movements with a pointer. The data are currently being analyzed;
preliminary results suggest that subjects tend to fixate and track the
end-point of the held object.

4. Discussion

4.1. Relation to other eye-tracking work

Eye-tracking studies, performed on static images, have
been applied to a variety of motor tasks, including demon-

w xstrations of behaviors such as boundary tracing 41 and
w xlearning skills from picture-text combinations 14 . Video

is a better mode of motor task presentation, and eye-track-
ing work with video has lately been applied largely to the

w xstudy of memory representations 5,29,71 . In particular,
w xBallard et al. 5 used a head-mounted eye-tracker to

record saccades during a block copying task and, in subse-
w xquent work 6 , an assembly task. While the latter involved

an imitation component, the study focused on working
memory limitations as manifested through information-
gathering fixation behavior. The experiments we report on
are the first to use eye-tracking in video to study imitation
of human movement. In general, eye-tracking experiments
to date have been aimed at addressing perceptual behavior,
either in itself or as a means of studying memory, while
we have focused on the connection between the perceptual
and motor systems.

4.2. Relation to selected theories of imitation

Much work has been done in classifying the types and
w xstages of imitation 15,62,72 , as well as in the study of its

w xrole in social behavior 7,8,49 and more recently, in
w xevolution of communication 21,34,66 . In all cases, imita-

tion is recognized as a complex form of learning and its
evolution and relation to other forms of learning are being

w xexplored 53,54 . The issue of sensori–motor integration in
imitation, addressed here, is also a key focus of Meltzoff

w xand Moore’s work 47,48 , which proposes the idea that
imitation is a fundamental human capability, found in
newborns, and based on an innate link between the percep-

w xtual and motor systems 49 . This link enables young
children to imitate facial expressions and hand movements
without visual feedback. The authors hypothesize
supramodal representations of human movements and pos-

w xtures as a part of the innate imitation mechanism 50,51 .
The data we have described is complementary with this
work, as well as with a growing body of neuroscience
evidence for generative perception of movement, whether
it be specific for imitation, or as a general aspect of
visuo-motor processing.

4.3. Theories of motor control

The data we report allow for postulating that people
derive the specification of a movement task largely by

Ž .tracking the trajectory of the end-point hand or pointer .
This result is intuitive: the end-point of a manipulator
typically carries the most information about the task. Within
this view, the precise definition of ‘end-point’ depends on
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the task itself, and can vary from the tip of a pointer or a
thumb, to the entire hand including the wrist, as our data
show. The observed results are consistent with the research

w xsupporting end-point motion planning 55,25 , in that the
perceptual behavior can be interpreted to be acquiring the
information for forming an end-point trajectory plan. The

w xdata are also related to results by Epelboim et al. 23 , who
found that eye-movements of subjects increased when
tested on looking at targets while tapping vs. just looking;
the difference is presumably due to the heavier memory
load in the former case. Our lack of difference between the
imitation and no-imitation conditions supports the postu-
late of a general movement observation strategy that in-
volves a generative process.

Consistent fixation on the stimulus’ end-point, even if
the stimulus is defined over the entire arm, has several
important implications for motor control and perception.
First, it appears that people are capable of filling-in details
about posture and control of the arm from very little
information, indicating that they may map internal move-
ment primitives onto the observed behavior. To roughly
assess the accuracy of the subjects’ perception, we showed
the subjects four pairs of arm movement videos and asked
them to decide in each case whether the videos were the
same or different. Eleven subjects were each given four
instances of same-different decisions, resulting in a total of

Ž44 tasks and only nine errors six incorrect judgments of
.‘same’, three incorrect judgments of ‘different’ . Thus the

Ž .data show that in the majority of cases 79.55% , the
subjects answered the same-different question correctly,
thus demonstrating the ability to discriminate movements
that were not fixated on while watching the arm-movement
videos. Filling-in movement details would require internal
models involving the kinematics of the arm in order to
transform the observed task from external space into joint
space. This result is consistent with the work of Johansson
w x36 demonstrating human capability to recognize biologi-
cal motion from a small number of structured visual cues.

w xWilliams 78 describes a related imitation experiment
in which subjects were shown videos of simulated throw-
ing motions using a point-light indicating the kinematics of
the model arm. His analysis showed that all subjects

Žproduced the correct sequences consistent with Johansson
w x.36 and spatial parameters, but did not correctly model
the timing of the present movement. Instead, they tended
to impose their own timing. This result could be consistent
with the existence of motor primitives that encode move-
ment timing, and thus bias movement production in imita-
tion. The notion of motor primitives has been suggested in
lower animals, based on convergent force fields found in

w xfrogs and more recently in rats 10,56 .

4.4. GeneratiÕe perception and motor primitiÕes

A mapping from observed movement to internal move-
ment primitives implies that there exists a recognition

system for movement which makes use of related princi-
ples as the system for movement generation. This postulate
directly connects to several lines of research suggesting
that neural information processing may be based on the
interaction between recognition and generative models in
the brain.

In neuroscience, combined data from mental chronome-
try, autonomic responses, and cerebral blood flow experi-
ments demonstrate that imagined and executed actions

w xshare the same neural substrate 13,17,35 . These results
point toward a sensori–motor connection between move-
ment imagination and the early stages of movement prepa-
ration. Analogously, a number of imaging experiments
Ž w x.e.g., Refs. 24,34 provide data in support of the connec-
tion between observed and executed movement. Measuring

Ž .motor evoked potential MEP levels in the motor cortex
of normal subjects under different movement observation
and static object observation conditions shows significant
MEP increase during movement observation, suggesting
the existence of a system for matching action observation

w xand execution 24 . Earlier work found analogous results in
w xmonkeys observing a human experimenter 20 . So-called

‘mirror neurons’, located in the pre-motor cortex, are
involved, and fire in response to observed movement,
based on data from monkeys watching other monkeys, and
consistent with previous data on monkeys watching hu-

w xmans 66 .
Psychophysical experiments have provided data sug-

gesting similar conclusions about the connection between
observed and executed movement. A study of closed-eye
copying sinercosine wave functions on paper showed no
improvement after immediate rehearsal and no effect from
distractions. This may imply the absence of an intermedi-
ate level between perception and motor control and the

w xpresence of a generative perception module 75 . Earlier
experiments in hand-pointing adjustments without visual

w xfeedback provide consistent conclusions 57 . Furthermore,
experiments in form perception of geometric trajectories
w x74 demonstrate some perceptual biases toward what may
be commonly perceived modes of movement generation.

w xCarey 12 briefly summarizes the various work demon-
strating ‘monkey see, monkey do’ premotor cells which
fire in response to perceiving specific hand movements.

w xRecently, Altschuler et al. 2 describe ‘person see, person
do’ EEG-wave activity suggesting that the mu wave re-
sponding to visual input of movement may be ‘the human
electrophysiologic analog to a population of neurons in
area F5 of monkey premotor cortex’. Arbib and Rizzolatti
w x3 even postulate the role of such an ‘observationrexecu-
tion matching’ system as a gestural basis for the evolution
of language.

A common internal representation used to both interpret
and generate movement would explain the lack of differ-
ence between fixation behavior in the imitation and no-im-
itation conditions. It should also reflect itself in the cor-
rectness of imitation, i.e., the faithfulness with which
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movements are recreated. We expect to find results show-
ing consistent errors, complementary for example to those
shown in experiments that studied the subjects’ ability to
mimic the rotary movement of hand-held three-dimen-

w xsional objects by changing their orientation 73 . We are
currently analyzing subjects’ motor data in order to better
address the connection between perception and motor con-
trol.

4.5. Theories of moÕement perception

Consistent with the notion of primitives is data by
Perrett et al. who performed a series of studies of move-
ment perception, with the overall suggestion of the exis-

Ž .tence of specialized neural detectors and predictors for
specific postures and movements as well as goal-oriented
behavior. They describe data from the superior temporal
sulcus cells of the macaque showing selectivity for move-
ment type and stimulus form, i.e., for specific body and

w xbody part movements 61 , demonstrate similar view-inde-
pendent results, implying the potential of viewer-centered

w xand goal-centered descriptions of the movement 58 , de-
scribe population cells involved in the recognition of spe-

w xcific actions of others 59 , and show that expectation of
movement indirectly correlates with the amount of result-

w xing neural firing 60 .
Computational theories and implementations of move-

ment perception also deal with classifying movement,
largely by employing time-series analysis tools, specifi-

w xcally so-called Hidden Markov Models 65 , originally
w xused to automatically segment and recognize speech 64 ,

but more recently generalized to human and robot move-
w xment analysis. For example, Pook and Ballard 63 use it to

analyze a video of a robot flipping a fried egg, and Brand
w xet al. 11 describe a coupled Hidden Markov Model

Ž .HMM approach to recognizing processes such as object
w xassembly. Lee and Xu 43 use a similar HMM-based

approach to recognize several hand-shaped letters while
w xYang et al. 79 use the HMM representation to model

human skill learning by observation and skill transfer to
articulated robot arms. They demonstrate recognition and
copying of written digits as well as part replacement by
teleoperation.

4.6. Computational implementations of imitation

The existence of movement primitives could signifi-
cantly simplify the process of automated movement per-
ception as well as generation, and is thus being explored

w x w xby Mataric 45 and Schaal 69 . More generally, a great´
deal of work in the field of neural computation and
connectionism has addressed the problem of modeling
either perception or motor control, but work combining the

w xtwo is rare 4 , and work addressing imitation per se even
w xmore so. Exceptions include work by Kawato 39 and

w xrelated implementations 26,52 of the bi-directional theory

of motor control applied to the task of learning dynamic
w xtasks by observation. Wada et al. 76 describe the compu-

tational theory in which movement generation and recogni-
tion are ‘two aspects of a single function’, and discuss it in
the context of handwriting and speech. The proposed
model of the integrated perception and generation process
consists of three stages: the lowest level is a neural net-
work, the middle level is a ‘via-point’ estimation algo-
rithm, and the top level is a symbolic pattern recognition
scheme. The idea of via-points has also been successfully
applied to artificial demonstrations of learning by imita-
tion, in the domain of Kendama, a Japanese game of

w ximpaling a ball on a stick 52 .
The first robotics work to address imitation was focused

on assembly from observation, where series of visual
images of human movement were segmented, interpreted,

w xand then repeated by a robotic arm 33,32,42,31,38 . While
this work was aimed at repeating behavior, more recent
efforts, including our own, have been oriented toward
analyzing the underlying mechanisms of imitation and

w xmodeling those on artificial systems 44,69 . For example,
w xDemiris and Hayes 18 have implemented demonstrations

of artificial imitation in two kinds of robots; in one set of
experiments, a robotic head observes and imitates the head

w xmovements of a human demonstrator 19 by incorporating
the idea of visual feature detectors akin to specialized

w xneurons found by Perrett et al. 58,61 and an innate
w xvisuo-motor map suggested by Meltzoff 46 and Meltzoff

w xand Moore 49 . In another experiment, the imitation
mechanism is used as the basis for maze learning on a

w xmobile platform 28 .
More abstract computational work, which combines

w xdetection and generation, by Hinton et al. 30 and by
w xDayan et al. 16 demonstrates a connectionist computa-

tional model combining a top-down generative and a bot-
tom-up recognition systems in a so-called ‘wake–sleep’
algorithm. In the ‘wake’ phase, the neural network is
driven by the recognition process, while the generative
component is adapted to better reconstruct the incoming
data. In the ‘sleep’ phase, the network is driven by the
generative process, while the recognition component is
analogously adapted. The goal of the system is to construct
economical ‘minimal description length’ representations of
the input.

Imitation continues to be addressed by different re-
search communities. As suggested in the introduction, the
goal of this work has been to provide additional insight
into the connection between perceptual and motor systems
in human imitation, in hopes of bridging some of those
relevant fields in order to aid that study.
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