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Part 1

Propositional Logic

1.1 Lecture — Logic Review — 1/29/2007

1.1.1 A review of Logic
What is the aim of logic? We want to develop formal languages to model situations encountered in
computer science.
A few branches of logic:
e Propositional logic (traditional)
e First-order logic (traditional)

e Modal logic (developed by philosophers)

1.1.2 Propositional Logic

In propositional logica, formulas are meant to represent statements in a symbolic way. Examples:
e If it’s raining, then the sidewalks are wet
e If you study hard, then you’ll pass the course
Note that these examples are “if-then” constructs. In propositional logic, we write this as p — ¢.
Let’s apply symbols to one of our examples

1 If it’s raining, the sidewalks are wet p — ¢
2 The sidewalks are not wet —q
3 It is not raining —p

1.1.3 Formulas in Propositional Logic
First we have the notion of propositional atoms. Propositional atoms are similar to variables. We’ll
typically use single letters, or single letters with subscripts: P, Q, R, P1, P, Ps, etc.

The definition of a propositional logic formula is inductive. Note the use of parenthesis in the definitions
below.

1. Every propositional atom is a formula
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2. If ¢ is a formula, then so is (—¢).

3. If ¢ and 1 are formulas, then so is (¢ V ).
4. If ¢ and 1 are formulas, then so is (¢ A ).
5. If ¢ and v are formulas, then so is (¢ — ).

Suppose we wanted to give a rigorous proof that

(p—=aq)V(rns))

were a valid formula.

Proof
1 pis a formula Rule 1
2 ¢ is a formula Rule 1
3 (p— q) is a formula Rule 5, lines 1, 2
4 ris a formula Rule 1
5 s is a forumla Rule 1
6 (rAs)is a formula Rule 4, Lines 4, 5
7 ((p—q) V(rAs))isaformula Rule 3, lines 3, 6

An example of something that isn’t a formula by the definitions given

(—pVq)

Informally, we’d treat this as ((—p) V q), but it doesn’t fit the formal definition.

Precedence in Propositional Logic

The order of precedence is
v, A
-
Precedence allows us to write
pVqg—1TANSs

which is equivalent to the formal

(((=p) V@) = (r As))

1.1.4 Syntax vs. Semantics

Convention: Upper-case greek letters represent sets of formulas, while lower-case greek letters represent

single formulas.
Consider the following two notations

THé
TEé

In each of these cases ¢ is a single formula and T is a set of formula. (I' may be an empty set).
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e '+ ¢ means that ¢ can be derived from from formulas in I" by using some formal proof system.
e ' F ¢ means that ¢ follows logically from I'. For every situation where I' holds, ¢ holds.
e I'F ¢ is a syntactic definition

e I'F ¢ is a semantic definition

In many logic systems, we desire the following:

I'-¢IFFTE ¢ (1.1.1)

Equation (1.1.1) can be broken into two components:

ITF¢, then'E ¢ This is called soundness (1.1.2)
IfI'E ¢, then '+ ¢ This is called completeness

e Soundness is a syntactic quality, and the more important of the two. Soundness means that when
you prove something, the result really does follow. Soundness allows you to trust the proof system.

e Completeness is a semantic quality. Completeness is useless without soundness.

1.1.5 Natural Deduction

Natural Deduction is a system due to Gentzen. It’s a syntactic system (I F ¢).

The following is referred to as a sequent

O1, P2y ey O E Y (1.1.4)
A sequent is “valid” if one can derive v from the premises ¢1,¢s,..., ¢, using the rules of natural
deduction.

The general idea — we will have introduction rules and elimination rules for each connective. Introduction
rules allow a connective to be used; elimination rules allow a connective to be removed.

Conjunction (A)

¢, Y

oA Rule: A; (1.1.5)
W\Tw Rule: A, (1.1.6)
W\Tw Rule: A, (1.1.7)

In the equations above, the subscript ¢ denotes introduction and the subscript e denotes elimination.
Example 1.1.1: prove the following

PAQ, RFPAR

Proof.
1 PAQ Premise
2 R Premise
3 P Ae,, Line 1
4 PAR A, Lines 3, 2
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It’s also possible to represent such proofs as a tree.

(Note to self, try installing
http://www.phil.cam.ac.uk/teaching staff/Smith/LaTeX/nd.html which does the tree representa-
tions natively.

Double Negation (——)

¢

Rule: ——, 1.1.8
5 (1.1.8)
¢
—_— Rule: ——; 1.1.9
= 119
Example 1.1.2: Prove
P (~—QAR)F--PAQ (1.1.10)
1 P Premise
2 (-—QAR) Premise
3 @ Ae,, Line 2
PROOF: ~e, Line 3
5 —-—P ——;, Line 1
6 ——PAQ N;, lines 5, 4
Implication
W Rule: —., Modus ponens (1.1.11)
W Rule: Modus Tollens (MT) (1.1.12)

1.1.6 Proof Boxes

When doing proofs, we will use boxes to make temporal assumptions. For example

In (1.1.13), we assume that ¢ is true, and from this assumption derive ¢. The first and last lines of the
box form an implication, ¢ — 1.

Rules for boxes:

e The first line of the box must introduce a temporal assumption. This assumption is not a premise.
It is only valid within the box.

e Boxes can be opened at any time (but they must nest properly)
e All boxes must be closed before the last line of the proof.

e In justifying a proof line, one cannot use a previous box that has closed already. (Think of it like
this: assumptions have lexical scope in which they are valid)
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e The line immediately following a closed box has to match the pattern of the conclusion of the rule
that uses the box.

Example 1.1.3:
1 Outside the box

> a line

3 First line of A

5 Last line of A
6 First line of B

8 Last Line of B
o First line of C

10

11 Last Line of C
12 The end

In this example, lines inside C' cannot reference lines inside A or B. However, C can reference lines 1
and 2.

(For typesetting, we make use of the proofbox package,
http://www.cs.man.ac.uk/ pt/proofs/)

Example 1.1.4: Another example, but with a real proof

PROOF:
1 P—(Q premise
2 @ assumption
3 P Modus Tollens. 1,2
4 —Q— P —i; 23

Example 1.1.5: Another example

FP— P
PROOF:
’ L P assumption
2 P—P —>. 1-1

These kinds of boxed assumptions will often be used to introduce implication.

1.1.7 Theorems

Given the form

THé
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where I' is an empty set, we have the construct
Fo

In this context ¢ is referred to as a theorem.

Example 1.1.6: Prove

F(Q—R) = ((-Q — -P) = (P — R))

Proor:
1 Q—R assumption
2 =@ — P assumption
3 P assumption
4 ——P . 3
5 @ MT. 2,4
6 @ ——e. 5
7 R —e 1,6
8 P—R — 1, 3-7
9 (-Q —--P)— (P—R) — 1. 2-8
w0 (Q— R) = ((-Q — ~P) = (P — R)) —i 19

In general, we can transform an equation like

¢17¢27"'a¢n|7w

Into

Fg1— (g2 — ... = (oo — )

Think about this for the next lecture.
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1.2 Lecture — 1/31/2007

1.2.1 Syntax and Semantics

The formula

R

is a syntactic representation. Starting with premises ¢1, ..., @,, we apply formal rules to derive . This
deriviation is done without regard to any assignment of truth values in the formulas.

Assignment of truth values is a semantic representation.
1.2.2 TImplications and Assumptions

For proofs that involve implication, a general strategy is as follows:

e Use elimination rules to deconstruct assumptions that have been made.
e Use introduction rules to construct the final conclusion.

1.2.3 Disjunction (V)

For disjunction, we have two introduction rules

ﬁ Rule: Vi (1.2.1)
ﬁ Rule: Vi (1.2.2)

Eliminating disjunctions is a little harder. Suppose we have ¢ V ¥ and wish to prove x. Because we
don’t know which of ¢ or 1 is true, we have to show both cases. All told, there will be three parts to
or-elimination.

* PVY
e ¢ true makes y true
e ¢ true makes x true

The rule for disjunction elimination is

ol
PVP| |
XX
—_— Rule: Ve (1.2.3)
X

Example 1.2.1: pVglkqVp

PRrROOF:
1 pVgq premise
2 P assumption
3 qVp Vig. 2
4 q assumption
5 qVp Vii. 4

6 qVp Ve. 1, 2-3, 4-5
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Above, note that line 1 is the disjunction that we want to eliminate, and that lines 3 and 5 are deriving
the same thing, q V p.

Example 1.2.2: Prove

gq—rkEpvVg—pvr (1.2.4)
PRrROOF:
1 q—T premise
2 pVgq assumption
3 P assumption
4 pVr Viy. 3
5 4 assumption
6 T —e 1,5
7 pVr Via. 6
8 pVr Ve. 2, 3—4, 57
9 pVqgq—pVr — 1. 2,8

1.2.4 Things to remember about OR-elimination

e To have a sound argument, both of the conclusions (the y formula) must be the same.
e The work done by the Ve rule is really combining the work of the two x cases.

e In each case, you may not use temporary assumptions from the other case. Each case must be
derived independently.

e When using Ve, three things must be mentioned: the disjunction being eliminated, and the two x
cases used to eliminate it.

1.2.5 The Copy Rule

The copy rule allows you to repeat a line that appeared earlier in the proof, subject to box scoping rules.

Example 1.2.3: Prove - p — (¢ — p)

ProOF:
1 p assumption
2 q assumption
3. D copy rule. Line 1
4 DP—q —1. 2,3
5 p—(q—p) —i. 1,4

The use of the copy rule in line 3 allows us to meet the scoping requirements of — ¢ in line 4.
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1.2.6 Negation Rules (—)

Let us introduce the symbol L, which we will refer to as ‘bottom’. We will use this symbol to name
specific contradictions, like p A (—p).

1
s Rule: Le (1.2.5)

Equation (1.2.5) is really saying the following: you can conclude anything from a contradiction.

Another variation on this theme is:

¢7 _‘¢
—_ Rule: = 1.2.6
T ule: —e ( )
We can use contradictions to introduce negations.
== Rule: —i (1.2.7)
¢
Example 1.2.4: Prove p — ¢,p — —q¢+ —p
PrROOF:
1 p—gq premise
2 p— q premise
3 P assumption
4 q —e. 3,1
5 ¢ —e. 3,2
6 L —e. 4,5
7 P —t. Lines 3-6

Tables 1.2.6 and 1.2.6 show a summary of natural deduction rules.
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Operator introduction elimination
N X OAY GNY
PNY ¢ (0
K
y o v ovy| | :
PVETRRAVEY Il x
X
- ¢, 0 — 9
()
= ¢v _‘¢
1
N +
¢
/1 _|_‘¢
¢
Table 1.1: Summary of Natural Deduction Rules
il wﬁ; ~Y Modus Tollens
¢ -
_|_|¢
¢
1
7 PBC: Proof by Contradiction
LEM: Law of Excluded Middle
¢V o

Table 1.2: Derived Natural Deduction Rules
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Example 1.2.5: Deriving Modus Tollens
-, (1.2.8)
¢
PRrROOF:
19— premise
2 premise
3 @ assumption
4 Y —e 3,1
5 L —e. 4,2
6 —¢ —e. 3-5
Example 1.2.6: Derive
¢
= (1.2.9)
_|_|¢
PRrROOF:
1 ¢ premise
2 ¢ assumption
3 L —-e. 1,2
4 79 —i. 2-3
1.2.7 Law of Excluded Middle
Formally, the law of excluded middle (LEM, for short) is stated as follows:
Rule: LEM 1.2.10
PV ( )
There are no premises. This is also known as an axiom.
In essense, this axiom is saying “either ¢ is true or it’s not”. (There’s no in-between).
Example 1.2.7: Derivation of the law of excluded middle.
PRrROOF:
1 (o V o) assumption
> @ assumption
3 OV 9 Viy. Line 2
4 L —-e 3,1
5 ¢ —i. 2-4
6 ¢V o Vig. D
7 L —-e. 6, 1
8 ——(pV o) —i. 1-7.
9 d) V —\¢ ——e. 8
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1.2.8 Provable Equivalence

We say that Two formulas, ¢ and ¥ are provably equivalent
¢ A=y
if ¢ and ¢ - ¢.

1.2.9 Intuitionism

Intuitionism is a set of mathematical beliefs. In a nutshell, the intuitionist view requires direct proofs.
For example an intuitionist would not accept the notion of ¢ being true if it were proven by showing —¢
were a contradiction.

‘Classical’ mathematicians accept proof by contradiction.

Consider the following example.

Theorem 1.2.8: There are irrational numbers a, b such that a® is rational.

A classical proof of this would be as follows:

PROOF: Let b= \/5, an irrational number.
Case 1 Assume that b’ is rational. If so, we simply let a = b

Case 2 Assume b° is irrational. Let a = b%; by assumption, a is still an irrational number. This
assignment of a gives

ab =) = =2 =2 (1.2.11)
and 2 is rational.

Since the above cases are exhaustive (either b° is rational or it isn’t), the proof is complete. [J

The classical view would accept this proof. The intuitionist view would not.

1.2.10 Semantics

In logic, semantics come from truth values: T, F.

Definition 1.2.9 (Valuation): A waluation (or model) for ¢ is an assignment of truth values to each
variable in the formula ¢.

Let v be a valuation for ¢. Under v, ¢ has a truth value of v(¢).

Truth Tables are one way that we can represent a valuation.

Example 1.2.10: The following is a truth table for implication.
¢y | o=

CRCRERE
CRERCE
i



CS 720 Class Notes 17

Another example of semantic notation:

P1y-e P F O (1.2.12)

Equation (1.2.12) is valid if every valuation to the variables ¢1,. .., ¢,, 1 that makes ¢y ... ¢, true also
makes v true.

Example 1.2.11: p, p — ¢ F ¢. This can be verified by looking at the truth table for implication.

Another rule

1lE® for all ¢ (1.2.13)

We also have tautologies
0) (1.2.14)

If ¢ is a tautology, then every truth assignment makes ¢ true.

1.2.11 Box Rules

The following is a list of rules for using boxes. We’ll use this list when proving soundness and complete-
ness.

BOX1 In a proof, all boxes must be closed before the last line of the proof.
BOX2 Boxes must be properly nested.
BOX3a Once a box closes, no line in the box can be referenced later

BOX3b Once a box is closed, no box strictly inside the closed box can be referenced later.

1.2.12 Soundness

Theorem 1.2.12 (Soundness Theorem): If

¢17"'7¢n}_1/}

then

P1yee s on E

Put another way, syntax implies semantics.

A proof of this appears in the lecture notes for the next class (page 20).
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1.3 Soundness, Completeness, and CNF (Text Notes)

These are notes from Huth & Ryan, Chapter 1

1.3.1 Soundness And Completeness

I is a syntactic notion.
F is a semantic notion. F is also called semantic entailment.

Soundness If ¢q,..., ¢, F ¥ holds, then so does ¢1, ..., ¢, F .
Completeness Wherever ¢1, ... ¢, E ¥ holds, there exists a natural deduction proof of ¢1,...¢, F ¥

Consider the formula

FEor— (02— (03— ... = (D — ¥))) (1.3.1)

Because (1.3.1) is a chain of implications, the formula will hold unless v is false.

Theorem 1.3.1 (Soundness and Completeness): Let ¢1,..., ¢, % be formulas of propositional logic.
Then ¢4, ..., ¢, F ¥ holds IFF the sequent ¢1, ... ¢, F ¢ is valid.

Soundness means that whatever we prove will be a true fact, based on truth tables.

Completeness means that no matter what (semantically) valid sequents there are, they all have syntactic
proofs in the system of natural deduction.

We define equivalence of formulas using E. If ¢ semantically entails ¢ and vice versa, then ¢ and v are
the same as far as our truth table semantics are concerned.

Definition 1.3.2 (Semantic Equivalence): ¢ and v are semantically equivalent if ¢ E 1 and ¢ E ¢ hold.
In this case, we write ¢ = ).

Definition 1.3.3 (Validity): We say that ¢ is valid if £ ¢ holds.

Example 1.3.4: The following are valid formulas

pP—q="pVgq
pANq—=p=rVr

Definition 1.3.5 (Tautology): 7 is a tautology if F n holds.

Lemma 1.3.6: Given formulas of propositional logic ¢1, ..., ¢n, ¥
D1y O E Y

holds IFF
For— (g2 — (3 — ... = (o — ¥)))

holds.

Definition 1.3.7 (Conjunctive Normal Form): A formula C' is in conjunctive normal form (CNF) if C
is a conjunction of clauses, where each clause D is a disjunction of literals. Example:

(aVbd)A(evdVe)A(f)
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Definition 1.3.8 (Satisfiable): A formula ¢ in propositional logic is satisfiable if ¢ has a valuation such
that v(¢) =T

Satisfiability is a weaker concept than validity. For example,

pVqg—p

is satisifiable; the formula will be true whenever p = T. However, p V ¢ — p is not valid — it evaluates
to false when p =F and ¢ = T.

It is possible to specify a forumula ¢ by its truth table alone. In this case, we don’t know how ¢ appears
syntactically, but we know how ¢ is supposed to “behave”.
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1.4 Lecture — 2/5/2007

1.4.1 Soundness

As noted earlier, soundness is a quality whereby

d1,...,0n, F 1 guarantees ¢1,..., ¢, E Y

This is referred to as the soundness theorem

1.4.2 Proof of the Soundness Theorem

Here’s a partial proof, using course-of-values induction.!

Let us define M (k)

M(k): If ¢1,...,¢n =9 by a proof of length k, then ¢1,. .., ¢, F 1.
Let us fix k > 1, and assume M (k') is true for all ¥’ such that 1 < k' < k.
Let ¢1,...,¢, F ¥ be a proof of length k.
The following list of cases base the justification on the last line.

1. Premise. If the last line is a premise, then 1 is the same as some ¢;, and we need to show

¢17"'a¢n ’:@
2. Assumption. The last line of the proof cannot be an assumption, by rule BOX1.

3. Rule Ae. If the last line of the proof is Ae, then the last line cannot be part of a box. By the
inductive hypothesis, ¢1,...,0, F o A, 80 ¢1,...,0, F .

4. 1. If the last line of the proof is L from the application of —e, then by the inductive hypothesis,

we have
D1y O E O
N S ST

There is no truth assignment that makes ¢1, ..., ¢, true, so
D1y, O E L

5. Implication. Suppose the last line is ; — 5. By the rules of natural deduction, there must be a
box with

and this box must occur at the top level. By the inductive hypothesis,

¢1a"'7¢n391':92 SO
¢17"'7¢n':01_’02

ISee Huth and Ryan, pg. 43
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6. Or-elimination. Suppose the last line of the proof was 11 Vns. Then, the proof will have the general

structure

rom Vi
2

.

4 Y

5 T2

.

7 Y

8 Y

where the final ¢ cannot lie inside a box. By the inductive hypothesis

¢1u"'7¢n':771\/772

s0
P1see s P EY or
P1y-- s Onm2 F Y

Thus
D1,y O E Y

7. Not introduction. Suppose the last line came from an application of —=¢. Our proof will have the
general form

-
Therefore ¢ = =¢. By the inductive hypotheis,
¢1a"'v¢)nv¢':J— SO,
¢17"'7¢n E _‘(,b

1.4.3 Completeness of Natural Deduction

Completeness means the following:

If ¢1,...,¢n F1pthen ¢1,... . ¢n -0

1.4.4 Proof of the Completeness Theorem

The following comes from a class discussion of the proof that appears in Huth & Ryan, pg. 49-53.
There are three steps to the proof

Step 1 F 1 — (2 — ... = (¢ — 7))

Step 2 F 1 — (d2 — ... = (¢ — 7))

Step 3 ¢1,...,0, Y

Steps 1 and 3 are easy. Step two takes some work.
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Completeness Proof: Step 1

For— (2= ... = (¢n — 1)) (1.4.1)

is expressing a tautology. Because it is a nested implication, (1.4.1) can be false only if ¢ = F. However,
1) = F would contradict ¢q, ..., o, F .

Therefore (1.4.1) holds.

Completeness Proof: Step 2

Step 2 is really saying the following

Theorem 1.4.1: If F n holds, then - 7 is valid. In other words, if n is a tautology, then n is also a
theorem.

Suppose 1 holds. Then 7 contains n distinct propositional atoms p1,...,p,. Because 7 is a tautology,
each of the 2" lines in n’s truth table evaluates to T. We’ll devise an approach that allows us to take all
2™ sequents and assemble them into a proof for 7.

Lemma 1.4.2: Let ¢ have propositional atoms pi,...,p,. Let L be a line in ¢’s truth table. For
1<i<mn,let p; =p; if p; =T in line L. Otherwise, let p; = —p;. Then, we have

1. p1,...,Pn F ¢ is provable if the entry for ¢ in line L is T.
2. P1,...,Pn | —¢ is provable if the entry for ¢ in line L is F.

Lemma 1.4.2 can be proven by induction on ¢
Basis. Let ¢ be some variable p. Then we have one of two cases:

pkEp

Inductive Step 1. Suppose ¢ = —¢1, and assume the result is T for ¢;. There are two possibilities:
1. ¢ =T in line L. Then ¢; = F in line L. By the inductive hypothesis,
Pis-- Do 201 =9
2. Suppose ¢ = F in line L. Then ¢; = T in line L. By the inductive hypothesis,

P1,..-Pn b @1
DPiy.. . Pp -1 =@ by ——i

Inductive Step 2. Here, ¢ has the form
¢:¢1O¢2 fOfOE{V,/\,—)}
Let g1,...,qm be the variables of ¢1. Let r1,...,r; be the variables of ¢5. This gives

{p17"'7pn}:{qla"'aqm}u{rla"'7Tk}
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Let Ly be a line in ¢;’s truth table corresponding to line L. Let Lo be a line in ¢2’s truth table
corresponding to line L. We have

Gy qm for line Lq
yeeo, Tk for line Lo
Therefore

{pAlv"'apAn}:{quw"aq;l}U{":l»---;rk}

Suppose o =—. Then we have ¢ = ¢1 — ¢o. If ¢ = F in line L, then ¢; = T and ¢ = F. By the
inductive hypothesis,

qua"wq;’Ll_(bl
7:1,...,’1"Ak|__|¢2
pl,...,pAnl_(]Sl/\_\Qﬁg by/\Z

However, what we actually need to show is

pAlw"van = ﬁ((bl - ¢2)

But we can make the transformation by natural induction.

1 1 A\ e premise

2 ¢ Ne

3 T2 Ne

4 91— P2 assumption
5 92 —e

6 L

7 (P1 — ¢2) i

Having ¢ = ¢1 — ¢ = F is only one of four possible cases. Suppose ¢’s implication were true in line L.
Then, we have three cases to consider (we’ll just look at one of them).

Suppose ¢1 — ¢ =T, ¢y =T, and ¢ = T. By the inductive hypothesis,
(jla"'aq;n F ¢1
’I"A17...,7“Ak [ ¢2
pAlw'pr’nl_QSl/\qSQ

What we need to show is

p17"'7ptnk¢1*>¢2

Again, the transformation may be made by natural induction:

1 91 A\ P2 premise

2 ¢ Ne

3 P2 NG

4 @1 assumption
5 P2 copy line

6 ¢1— 92 — i
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All told there are 12 cases to consider for ¢ = ¢1 0 ¢o: all four truth table lines for o € {A,V, —}. Above,
we’ve done two — there are 10 more. Try working a few of them out.

This completes the proof of Lemma 1.4.2. We'll finish step 2 next.
Given pi,...,pn, let n =2, p; = p and ps = q. Furthermore, let n be a tautology.
By Lemma 1.4.2

p.gbn
p,gbn
p,q b
-p,mgEn

To finish step 2, we need to show this using natural deduction. The proof shown below isn’t particular
to any specific 7, but it’s the general form we’d need to use.

1 pV-p LEM

2 P assumption || —p assumption
3 gV g LEM qV g LEM

4 q assumption || g assumption||||q assumption || g assumption
6 7 n n n

7 M Ve n Ve

8 Ve

Completeness Proof: Step 3

Given
For— (g2 — ... = (¢ — V) From step 2

we need to show

G1, P b
This is a mechanical transformation. The general idea is to assume ¢; = T, which forces

$p2— ... = (Pn =) =T

Continue doing this for each ¢;, and you’ll eventually get to ¢,, — 1, and finally ).

1.4.5 Normal Forms

Definition 1.4.3 (Semantic Equivalence): ¢ and 1 are semantically equivalent if ¢ E ¢ and ¢ F ¢. We
write this as ¢ = 1.

We say that ¢ is valid if F ¢. “valid” is just another name for “tautology”.
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Lemma 1.4.4: Given forumulas ¢1, ..., ¢n, 0,
G1,. s FEYIFEF E g1 — (d2 — ... = (dn — 7))
We’ve covered the forward case of this already — we’ll cover the reverse here.
Suppose
1= (P2 = ... = (90 = ¥))
is valid. If a truth assignment makes ¢, ..., ¢, true, then it also makes
1= (P2 = ... = (oo = V)
true, and it will make ¢ true as well. If ¢4, ..., ¢, were true and ¢ = F, this would contradict ¢, ..., ¢, F
.

This reduces entailment to a tautology.

Truth tables can be used to test validity. However, there’s a disadvantage to this: given n propositional
variables, the truth table will have 2™ rows. In the next lecture, we’ll look at other ways of testing

validity.
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1.5 Lecture — 2/7/2007

1.5.1 Conjunctive Normal Form (CNF)

A formula ¢ is in CNF if ¢ is a conjunction of disjunctions of literals. We can define CNF as a grammar

Literal = p|-p
Disjunction = Literal | Literal V Disjunction
CNF = Disjunction | Disjunction A CNF

Example 1.5.1: Formulas in CNF
(pVa)A(=pV—q)
pPAgNAT

As the second line shows, it’s okay for a Disjunction to consist of a single Literal.

If a formula ¢ is in CNF, then there is an easy way to check its validity.
ForAN...Nop IFF E ¢y and ... and F ¢,

o1 A ... N\ @, is valid IFF every ¢; is valid.

We can state this more formally:
Theorem 1.5.2: A disjunction of literals pq,...,p, is valid IFF for some j, k, 1 < j,k < n, p; = —ps.

Proor: If j, k exist, then the disjunction is valid (Law of Excluded Middle). However, if no such j, k
exist, we can assign a value of F to each p; and make p; V...V p, false.

Truth tables can be used to test validity. Another way to test validity is to construct a proof by natural
deduction (prove F ¢). A third way to test validity is to convert an arbitrary formula into an equivalent
CNF formula, and test the CNF formula.

Definition 1.5.3 (Satisfiable): ¢ is satisfiable if there is some truth assignment that makes ¢ true.

validity — satisfiable
satisfiable - validity

Note that ¢ is satisifiable IFF —¢ is not valid. Therefore, if we can determine validity, then we can
determine satisifiability.

Similarly, ¢ is valid IFF —¢ is not satisifiable.

CNF and Computability
Suppose we had a function CNF(¢) that took an arbitrary formula ¢ and converted it to CNF. CNF

operates under the following conditions:

e CNF(¢) = ¢
e CNF(¢) is in CNF.

With such a function, we can test if ¢ is valid by testing whether CNF(¢) is valid.

CNF(¢) could not run in polynomial time. There are formulas ¢ such that any equivalent formula in
conjunctive normal form is exponentially larger. For example:

(X1 A1)V (XaAYa) V...V (X, AY,) (1.5.1)
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Equation (1.5.1) is in disjunctive normal form. Converting it to CNF would require many applications
of distributive laws, resulting in a much longer formula.

1.5.2 Truth Tables and Conjunctive Normal Form

Given a truth table for ¢, it is easy to give an equivalent formula in conjunctive normal form. This can
be done even if you don’t know the syntactic structure of ¢.

Consider the following truth table

el e Ml B Wl | S
e e B e B B B o B | IS
RS RCRE R R R
CRSRCRERCRE RS R E

We turn this into CNF as follows:
1. Take all the lines where ¢ = F
2. Form a disjunction of variables p;, corresponding to variables in the truth table: p; = —p;
3. Combine the disjunctions with conjunctions.

In our example, lines 4, 6, 8 are those where ¢ = F. Our three disjunctions are

-pVqVr from line 4
pV-qgVr from line 6
pVqVvr from line 8

Combining these with A gives
(=pVaVr)A(PV-gVr)A(pVgVr)
There is a special case. If all truth table entries are true, then (p V —p) is a perfectly good equivalent

CNF.

Of course, because one can test validity directly from a truth table, there’s not much sense in going from
truth table to CNF to validity test.

1.5.3 Procedure for CNF Transformation

The general procedure for turning an arbitrary formula into CNF is as follows:
1. Remove implication, by transforming p — ¢ to —p V gq.
2. Push negation inward, using DeMorgan’s laws. We want negation to apply to atoms, not clauses

3. Use distributivity to transform the formula into CNF.
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Removing Implication

Let us define the procedure IMPL_FREE. (We only mentioned the first case in class — I'm adding the other
three).

procedure IMPL FREE(¢)
POSTCONDITION: IMPL_FREE(¢) = ¢
POSTCONDITION: IMPL FREE(¢) has no —
if ¢ = ¢1 — ¢ then
return ~IMPL_FREE(¢;) V IMPL_FREE(¢)
else if ¢ = ¢1 V ¢2 then
return IMPL_FREE(¢;) V IMPL_FREE(¢)
else if ¢ = ¢1 N ¢2 then
return IMPL_FREE(¢;) A IMPL_FREE(¢y)
else if ¢ = —¢; then
return —IMPL_FREE(¢;)
else if ¢ = p then
return p
end if
end procedure

Removing Negation

One of our itermediate goals will be turn turn ¢ into an equivalent formula in Negation Normal Form
(NNF).

Definition 1.5.4 (Negation Normal Form): ¢ is in NNF if every negation applies to an atom, and ¢ is
implication-free.

Again, we’ll write an algorithm:

procedure NNF(¢)
PRECONDITION: ¢ is implication-free
POSTCONDITION: NNF(¢) = ¢
POSTCONDITION: NNF(¢) is in NNF
if ¢ = p then
return p
else if ¢ = ¢1 V ¢ then
return NNF(¢1) V NNF(¢s)
else if ¢ = ¢1 A ¢2 then
return NNF(¢1) A NNF(¢2)
else if ¢ = —p then
return —p
else if ¢ = ——¢ then
return NNF(¢)
else if ¢ = —(¢41 V ¢2) then
return NNF(—¢;) A NNF(—¢2)
else if ¢ = —(¢1 A ¢2) then
return NNF(—¢1) V NNF(—¢2)
end if
end procedure
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Distributing Subformulas

The procedure DISTR implements the distributive laws needed for CNF conversion.

procedure DISTR(71,72)
PRECONDITION: 77 and 7y are in CNF
POSTCONDITION: DISTR(71,172) is in CNF
POSTCONDITION: DISTR(n1,72) =11 V 102
if m=m, AN M, then
return DISTR(n1,, 72) A DISTR(71,, 72)
else if 7y = 12, A 12, then
return DISTR(7y, 12, ) A DISTR(71, 7)2,)
else
return 71 V 12
end if
end procedure

The CNF Procedure

Using IMPL_FREE, DISTR, and NNF as building blocks, we can now define a procedure CNF that takes an
arbitrary formula ¢ as input and returns an equivalent formula in conjunctive normal form.2

procedure CNF(¢)
PRECONDITION: ¢ is in NNF
POSTCONDITION: CNF(¢) = ¢
POSTCONDITION: CNF(¢) is in CNF
if ¢ = p then
return p
else if ¢ = —p then
return —p
else if ¢ = ¢1 A ¢2 then
return CNF(¢) A CNF(¢s)
else if ¢ = ¢1 V ¢ then
return DISTR(CNF(¢; ), CNF(¢2))
end if
end procedure

CNF carries the precondition that ¢ is in NNF. We do the actual CNF conversion with the following call

CNF (NNF(IMPL_FREE())) (1.5.2)

In the worst case (1.5.2) will take exponential time. However, there are some inputs where the running
time will be polynomial.

By contrast, using truth tables always takes exponential time.

1.5.4 Satisfiability Problems
The satisifiability problem is as follows: given a propositional logic formula ¢, is ¢ satisfiable? We’ll
refer to this as the SAT Problem

The SAT problem is NP-complete. If we were to find a polynomial-time algorithm for SAT, that would
imply P = NP. Therefore, it is unlikely that we will find a polynomial time algorithm.

2In our lecture, we called this formula CNF’. I'm using CNF to be consistent with the text
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Earlier, we related satisifiability to validity. ¢ is not satisifiable if —¢ is valid, and ¢ is valid if —¢ is not
satisifiable. This means that validity cannot be done in polynomial time. (If we had a way to compute
validity in polynomial time, then we’d have a way to compute SAT in polynomial time).

Let’s consider another function: CNF*(¢), whose properties are as follows:
e CNF*(¢) is in conjunctive normal form
e ¢ is valid IFF CNF*(¢) is valid.
e CNF*(¢) is computable in polynomial time
Where ¢ is any formula of propositional logic.
Is such a CNF* likely? No, because it would give us a polynomial time test for validity.
Let’s consider another function: CNF**(¢):
e CNF**(¢) is in conjunctive normal form
e ¢ is valid IFF CNF**(¢) is satisfiable.
e CNF**(¢) is computable in polynomial time
In this case, CNF**(¢) is possible to compute in polynomial time ( Why?).
Another example: CNF-SAT(¢). Given a formula in CNF, is ¢ satisfiable? This is still NP-complete.
In summary

e Validity is easy to check when ¢ is in CNF
e Satisifiability is not easy to check when ¢ is in CNF

1.5.5 Horn Clauses

Horn clauses are named after Alfred Horn.

Let’s review some notation

1 bottom — a contradiction
T top — a tautology

T is equivalent to (p V —p).

The structure of horn clauses is shown in the following grammar:

P = T [ L |p
A = P | PAA
C = A-P

H = C | CAH

Example 1.5.5: Horn Clauses.

(p1 Ap2 Aps — pa) A (p3 — ps)
p1Apy— L

(T —p2) A(ps — 1)
TALAT — L
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Horn clauses are equivalent to CNF. For example

P1A\P2 Ap3 — p4
==(p1 Ap2 Ap3) V pa
="p1 V p2 V p3 V py

This is just a straightforward application of implication elimination and the DeMorgan laws.

When converted to CNF, there will be one atom which is not negated.

Translation of Horn Clauses to Disjunctions
Suppose we are given the formula
p=p1Ap2A...App—p

There are a few cases to consider

Case 1 If at least one of p; is L, then ¢ is a tautology. (p; V —p;) is a perfectly good equivalent (for
any p;).

Case 2 No p; is L, p’ is an atom. We translate this as
“pi, V...V opi, V'
—pi, V...V —p;, are the atoms in p; ... pg. In other words, we leave out T. Example

TApLAps—p = —p1V-p2Vps

Case 3 No p; is bottom, at least one p; is an atom, and p’ = 1. We translate this as

_\pil V... \/_‘pir

Case 4 All p; are T, p’ = L. Example:
TATAT — L

This is translated as O (“Box”). Box is an empty disjunction, and it is always false.

Case 5 p' = T. Here, we have a tautology. We can translate it as (p; V —p;) for any p;.
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1.6 Lecture — 2/12/2007

1.6.1 Horn Formulas

To review, horn formulas are defined with the following grammar

P=1[T]|p
A=P|PAA
C=A-P
H=C|CANH

Horn formulas are really just a special case of CNF, where each disjunction has at most one positive
literal.

Example 1.6.1: Examples of horn formulas

P1Ap2 AT — p3
=-p1 V p2 Vp3

TATAT — L

=0 An unsatisifiable formula

We call the symbol [0 “Box”. Box is an empty disjunction that is not satisifiable. It’s equivalent to
(p A —p), but has some technical conveniences.

Satisifiablity for CNF formulas is an NP-Complete problem.
Validity for CNF forumulas is a P problem (there is an efficient solution).
Horn formulas have an efficient algorithm for satisfiability.

1.6.2 Algorithm For Horn Satisfiability

Below is a linear-time algorithm that determines the satisifiability of horn clauses:

procedure HORN(¢)
PRECONDITION: ¢ is a horn formula
POSTCONDITION: HORN returns ‘satisifiable’ if ¢ is satisfiable; HORN returns unsatisfiable otherwise.
Mark T
while there is a clause p; A ... Ap, — p’ such that p; A ... A p are marked but p’ is not marked
do
Mark p’
end while
if 1 is marked then
return “unsatisifiable”
else
return “satisfiable”
end if
end procedure

Why is this correct?
Claim 1.6.2: If v satisifies ¢ and p is marked, then v(p) = T.

PRrROOF (Horn Algorithm): Our proof is by induction on the number of iterations of the while loop.
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M(k): if p is marked after k iterations of the while loop, then v(p) = T for any v with
v(¢) =T
Basis: k = 0. If p is unmarked before the while loop is entered, then p = T, and v(T) = T.

Inductive Case: Suppose M (k) is true and p is marked the the k + 1 iteration of the while loop. If p is
marked, then there is a clause p; A ... A pp — p where py,....pr are marked after k iterations. By the
inductive hypothesis, v(p1),...,v(p;) = T. Therefore v(p; A ... A pr — p) is true and v(p) is true.

We can also guarantee that the algorithm will terminate on correct input. Each time the loop executes,
a new p’ is marked. There are only a finite number of literals to mark, therefore the algorithm must
terminate eventually.

If the output is “unsatisifiable”, then 1 is marked. Therefore, any satisfying assignment must make
1 =T. This is not possible, so there is no satisfying assignment for ¢.

If the output is “satisfiable”, then we must define v by v(p) = T if p is a marked atom and v(p) = F if
p is an unmarked atom.

To show that v satisifies ¢, it is enough to how that v satisifies each clause py A... A py — p/
If any v(p;) = F, then the clause is satisfied.

If v(p;) = T for all 4, then each p; is either T or a marked atom. Therefore p’ # L; p’ is either (1) T or
(2) a marked atom, so v(p') =T and v(p1 A... Apr — p') =T. O

1.6.3 SAT Solvers

Next, we’ll look at an algorithm which takes a formula ¢ and tries to determine whether ¢ is satisfiable.

Satisifiability is an NP-complete problem. If we have a P-time algorithm, this algorithm must (1)
occassionally give an incorrect answer or (2) be unable to handle some of the problems that is is presented
with.

We'll look at two variations of such an algorithm.

For our SAT solver, we will assume that the connectives = and A are adequate. All formulas will be
transformed to use these connectives. We define the transformation 7'(¢) below.

T(p)=p
T(=¢) =-T(¢)
T(pNp) =T(9) NT()
T(pV ) ==(=T(¢) N =T(¢))
)

T(¢p—1v

~(T(¢) A=T(¥))

Our SAT solver will take a formula using = and A and transform the formula into a DAG. The DAG
will be similar to a parse tree, but each literal will appear only once.

Let’s look at an example

¢=pA-(qV-p)
T(¢) =pA—-=(=g A\ —-=p)

Our first step was to transform ¢ into T'(¢), which uses the desired set of connectives. In figure 1.1, the
numbers denote the order in which nodes were visitied. T and F denote values that a node must have
in order to be true. Of course, the root must be marked true.
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2T P//

Figure 1.1: DAG for T'(¢) = p A ==(—g A =—p)

When marking these graphs, we don’t necessarily stop after all nodes are marked. In this example, we
started at the top and worked to the bottom. However, after reaching the bottom, we need to continue
for as long as necessary to ensure that there are not conflicting assignments to any DAG node.

Similar to natural deduction, there are a series of rules that dictate how truth values propagate in the

DAG.
F
T

Figure 1.2: Rules -t and —f

-

m<—= -

Figure 1.2 shows that negation propagates true down to false, false down to true, true up to false, and

VAWAN

Figure 1.3: Rules Ate and Ati

In figure 1.3, a true value at A propagates true values to both of its child nodes. Likewise, if both
children of A are true, then A must be true as well.

VANAY

Figure 1.4: Rules Afl and Afr

In Figure 1.4, we see that if either child of A is false, then A must be false as well.

The rules in figure 1.5 state the following: if A is false and one child of A is true, then the other child
must be false.

The general marking algorithm is as follows:
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AWA

T——— F F=———T

Figure 1.5: Rules Afll and Afrr

e Mark the root node as T.

e Using rules, push values through the DAG, until no new values can be assigned.
The algorithm will end in one of three states:

1. Not all nodes are marked. In this case, we don’t know whether T'(¢) is satisifiable.

2. All notes are marked, and each node is marked with a single truth value. Here, T'(¢) is satisfiable,
and we have a satisfying assignment.

3. Some nodes are marked both T and F. Here, we know that T'(¢) is not satisfiable.

If T(¢) has two or more satisfying assignments, then this algorithm is not sufficient to determine satis-
fiability. It will only work for formulas where there is a single satisfying assignment.

Consider the DAG in figure 1.6. Here, we have a formula of the form —(¢1 A ¢2). We can assign a truth
value to the root, and push a value one level below. However, after step 2 we're stuck; there are multiple

- 1T

0 2:F

Figure 1.6: =(¢1 A ¢2). We don’t know

satisifying assignments for the children of A that will make A false.

Improvements to the SAT Solver

We can make some improvements to our P-time SAT solver. It still won’t be perfect, but these improve-
ments will allow it to find answers for a larger number of cases.

e After the first pass, if some nodes are unmarked, pick an unmarked test node n. Temporarily mark
n = T and push values around. Next, temporarily mark n = F and push values around. If the two
test values for n lead to contradictions, then declare the formula to be unsatisfiable.

e If both tests lead to application of the same mark to some previously unmarked node m, then we
may mark m permanently.

e If one test value produces a contradiction and the other test value does not, then we can retain
the test value that did not produce a contradition.

e If one test leaves every node marked but does not produce a contradiction, then we can declare
the formula satisfiable and we have a satisfying assignment.

Again, these improvements will NOT yield a perfect algorithm. Satisfiability is an NP-complete problem,
so we cannot hope to solve it with a polynomial time algorithm.
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A related lesson: sometimes we are faced with the need to solve an NP-Complete problem. Sometimes,
it’s useful to approximate a best answer, if ‘close enough’ is sufficiently good.



Part 2

Predicate Logic

2.1 Lecture — 2/12/2007

Predicate logic is also known as first-order logic.

Predicate logic evolved from the need to express things that propositional logic could not express.
Consider the following:

All men are mortal  (All A’s are B’s)
Socrates is a man (sisan A)
Socrates is a mortal (s is a B)

Propositional logic cannot decompose these statements.
Some building blocks for predicate logic

Predicates Predicates take one or more arguments and return a truth value. (Single argument predi-
cates are called unary predicates, two-argument predicates are called binary predicates, etc).

Predicates represent properties of individuals
Constants A constant stands for a single individual.

Constants can also be thought of as nullary functions — functions that take no arguments, and
always return a specific value.

Functions Functions take zero or more arguments, and return some single value.

Example 2.1.1: Unary predicates

The moon is green  G(m)
The wall is green  G(w)
7 is irrational I(m)

Example 2.1.2: Binary predicates
John and Peter are brothers  B(j, p)

Example 2.1.3: Functions

John’s father &
John’s father is an engineer  E(f(4))

37
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2.2 Lecture — 2/21/2007

2.2.1 Predicate Logic

The ingredients of predicate logic are
e Predicate symbols (arity > 0)
e Functions (arity > 0). Functions whose arity is zero are constants.
e Quantifiers — V, 4.

e Variables
Example 2.2.1: John’s father and George are brothers.
B(/(j), 9)
Example 2.2.2: Every cow is brown. In propositional logic, we express this as
Vaz(Cow(z) — Brown(z))
Example 2.2.3: Some cows are brown.
Jz(Cow(x) A Brown(zx))

This is not the same thing as 3x(Cow(z) — Brown(z)). With implication, the literal translation is
“either x is not a cow or x is brown”. (x could be a brown horse).

Example 2.2.4: Some birds don’t fly.
Jz(Bird(x) A =Fly(x))

Example 2.2.5: Not every bird flies.
—(Vz(Bird(z) — Fly(z)))

We can manipulate this formula a little

—(Vz(-Bird(z) V Fly(x)))
—(Vz—(Bird(z) A =Fly(z)))
Jz(Bird(z) A —Fly(x))

This example illustrates the relationship between V and 3.

Relationship between V and 3

JzP(x) = ~Va—P(z) (2.2.1)
VaP(z) = ~Jz-P(x)
2.2.2 Components of First Order Logic

Terms. Terms denote objects. Constants, variable, and functions are all examples of terms.

Formulas. Formulas denote truth values — they represent T or F, but not an individual thing.
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Predicate Vocabulary = First order language. Our predicate vocabulary is

e A set P of predicate symbols, each having arity > 0.

e A set F of function symbols, each having arity > 0. The set F includes constants.
We denote this vocabulary by (F, P).
Terms in (F, P):

e If = is a variable, then z is a term.

e If a is a nullary function, then a is a term.

e If f is an n-ary function and ¢1,...,¢, are terms, then f(¢1,...,t,) is also a term.

As a BNF, terms are
te=zlal flty,... tn) (2.2.3)

Formulas in (F,P):
e If P is a predicate symbol of arity > 0, and ¢, ..., ¢, are terms, then P(t,...,t,) is a formula.

e If ¢ is a formula, then —¢ is a formula.

If ¢, ¢ are formulas, then ¢ A, ¢ V ¢, and ¢ — 9 are also formulas.

e If ¢ is a formula and x is a variable, then Vx¢ and Jz¢ are formulas.

If t1, to are terms, then t; = t5 is a formula (= acts like a binary predicate).

As a BNF, formulas are:

b ii= Pty ta) | =6 | 6AG |6V | 6= | Voo | Jop | 1 =1 (2.2.4)
The binding rules for first order logic:

-, Vo, dx

V, A

— right associative

By right-associative, we mean that ¢ — r — s is interpreted as ¢ — (r — ), not (¢ — r) — s.

2.2.3 Bound Quantifiers and Free Quantifiers

Consider the formula
Jz(P(x) A =Q(x)) V R(y)

x is a bound variable, and y is a free variable. By analogy, in

i is bound, and n is free.
The scope of a quantifier in a formula is the subformula immediately following the quantifier.

An occurrence of a variable z is bound if (1) it immediately follows a quantifier symbol, or (2) it is in
the scope of a quantifer of the same variable. For example, in VxP(z), there are two bound occurrences
of z — (1) in Vo and (2) in P(z).

If an occurrence of a variable is not bound, then it is said to be free.
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Example 2.2.6: Consider the formula.

Va(P(z,y) V R(z)) A 32Q(,y, 2)

Here
P(z,y) x is bound, ¥ is free
R(x) x is bound
Q(z,y, 2) x, y are free; z is bound

Example 2.2.7: Condsider
Jz(P(z) AVzR(2))

Here, there are two different bindings for z. In P(z), z is bound to 3z. In R(2), z is bound to Vz. The
following two formulas are equivalent:

F2(P(2) AVyR(y))
Jw(P(w) AVzR(z))

With respect to binding, only the innermost quantifier matters.

2.2.4 Substitution in First-Order Logic

We notate substitution as

o[t/x] (2.2.5)
This means “take ¢, and replace all free occurrences of x with ¢”.

Example 2.2.8: Substitution.
((Bz(R(z,y)) A (V2P(x,2))) [f (y) /7]
=(Fz(R(z,y)) A (V2P (f(y), 2))

Note that the bound occurrence of x was not replaced, but the unbound occurrence of x was.

Let’s try to come up with an inductive definition for substitution:

R(t1,...,tn)[t/x] = R(t1[t/z],. .., ts[t/2])
(=o)[t/x] = —¢[t/x]

(¢o)[t/z] = p[t/a] o Y[t/a] o€ {V,A,—}

(Quo)t/a] = {de) if z = y (no change)

Qu(o[t/x]) otherwise where @ € {V, 3}

The general idea behind substitution is as follows: when we substitute ¢ for x, ¢ must say the same
thing about ¢ that it said about x.

Example 2.2.9: Some (correct) examples of substitution.

Jz(y = 27) y is even
(Fz(y = 22))[3z/y] = Fx(3z = 2x) 32 is even
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Example 2.2.10: An incorrect use of substitution.
(Fx(y = 22)) [z +2/y] = Jx(r + 2 =x) 2 exists?

Something went wrong here, we didn’t preserve the meaning of ¢ as example 2.2.9 did.
The problem was that the substitution created a new bound occurrence of x (replacing the free variable

Y)-

Definition 2.2.11: We say that t is free for x in ¢ if no free occurrence of x in ¢ is in the scope of a
quantifer on a variable that occurs in t.

[It seems like we could equivalently say that substitution cannot create bound occurrences that did not
exist prior to the substitution].

Let’s try to formulate definition 2.2.11 inductively.

Given R(ti,...,t,), then t is free for . Terms don’t have quantifiers.

t is free for x in —¢ IFF t is free for z in ¢.
t is free for z in ¢ o ¢ IFF ¢ is free for = in ¢, and ¢ is free for x in ¥. (As before, o € {V, A, —}).
t is free for x in Qy¢ IFF

— t does not contain y, AND
— tis free for x in ¢

OR

— 2 does not occur free in Qy¢ (whereby substitution causes no change)

In general, when we write ¢[t/x], we will assume that ¢ is free for = in ¢.

2.2.5 Natural Deduction Rules for First Order Logic

In this section, we’ll cover a few of the natural deduction rules for first-order logic.

pa— =i. Equals introduction. This is an axiom (2.2.6)
t1 =1 t
b=t 0lt1/a] =e. Equals elimination (2.2.7)
Pt/ 7]
Example 2.2.12: Prove t; =ty Fty =13

1t =1s premise

2 t1 =1 =i

3 to =11 =e. Lines 1, 2. pisxz =1t

Example 2.2.13: Prove t; = to,to =t3Ft1 =t3
1 to =13 premise
2 11 =1ty premise

3 tl = t3 (tl = l‘)[tg/l‘]
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An alternate proof:

1 11 =19 (tl = L]C)[tg/iﬂ]
2 tog =13 premise
3 11 =t3 =e. Lines 2, 1

With respect to introduction and elimination rules, V will be similar to A, while 3 will be similar to V.

Vro .

olt/7] Rule: Ve
Zo

Bleo/x] |

W Rule: Vi

In the Vi rule, we are taking an arbitrary variable zy and proving that ¢ holds when zq is used for .
Because x is an arbitrary variable, we infer that the substitution will hold for any arbitrary variable.
xo has to be completely generic. It cannot occur anywhere else in the proof.
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2.3 1st Order Logic Notes (H&R, Chapter 2)

Definition 2.3.1: Given a term t, a variable z, and a formula ¢, we say that ¢t is free for x in ¢ if no =
leaf in ¢ occurs in the scope of Yy or Jy for any variable y occuring in t.

Restated: if ¢ contains a variable y, then the substitution [t/x] cannot cause y to become bound to a
quantifier in ¢.

In First-Order logic, the rules =i, and =e for equality are reflexive, symmetric, and transitive.

The rules for Vzi and Jxe involve the use of a dummy variable. (Huth and Ryan use zp). The rules for
dummy variables are as follows:

e 1o must not exist outside the box.
e 1y cannot be carried outside the box.
V¢ is similar to ¢1 A ¢o.
e Vx¢ must prove that ¢[xg/x] will hold for every xo (though we use an arbitrary zg to prove it).

® (1 N ¢2 must prove that ¢; holds for every i = 1, 2.
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2.4 Lecture — 2/26/2007

2.4.1 Natural Deduction for Propositional Logic

In our last lecture, we covered the following rules:

Vro .

o] Rule: Vze
Zo

blo/a] o

W Rule: Vzi

Example 2.4.1: Prove P(t),Vx(P(z) — =Q(z)) F =Q(t).

1 P(t) premise

2 Vz(P(z) — -Q(x)) premise

3 P(t) — —-Q(t) Ve. Line 2

4 —Q(t) —e. Lines 1, 3

Example 2.4.2: Prove Vz(P(z) — Q(z)),Va(P(x)) F VzQ(x).

1 Va(P(z) — Q(x)) premise
2 Va(P(z)) premise
o 3 Pxo) Ve. Line 2
4 P(zo) — Qo) Ve. Line 1
5 Q(xo) —e. Lines 3, 4
6 VzQ(x) Vi. Lines 3-5

2.4.2 Existential Quantifiers

Where V behaves similar to A, 3 behaves similar to V. The rules for 3 are

o[t/] .
o Rule: di
xo  Plzo/x]
X Rule: Je
X

Example 2.4.3: Prove Vz¢ - dz¢.
1 Vo premise
2 Plx/z] Ve. Line 1
3 dxg di. Line 2
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Example 2.4.4: Prove Vz(Q(z) — R(z)), Jx(P(z) A Q(z)) F Jz(P(z) A R(z)).

1 Va(Q(z) — R(x)) premise
2 Jz(P(z) A Q(x)) premise
xo 3 Pzo) AQ(z0) assumption
4 Q(zo) Ae. Line 3
5 Q(zo) — R(zo) Ve. Line 1
6 R(xzo) —e. Lines 4-5
7 P(xo) Ae. Line 3
8 P(xo) N R(xo) Al. Lines 7, 6
o Jz(P(z) A R(x)) Ji. Line 8
10 Jz(P(z) A R(x)) Je. Lines 2, 3-9

Example 2.4.5: Here, we show how violating the rules for z( allows us to derive an incorrect proof of

JzP(z), Vo (P(z) — Q(z)) F Vy(Q(y)).

1 JzP(x) premise
> Vaz(P(z) — Q(x)) premise

Lo 3

To 4 P(xg) assumption
5 P(xg) — Q(x0) Ve. Line 2
6 Q(xo) —e. Lines 4, 5
7 Q(x0) Je. Lines 1, 4-6.
8 VyQ(y) Vi. Lines 3-7

The problem occurs in line 7; the zq in lines 46 is being allowed to ’escape’ from the box.

2.4.3 Provable Equivalences

A few lists of provable equivalences.

—~Vz¢ 4 Jz—¢ (24.1)
—3z¢ - Voo (2.4.2)

Assuming that x is not free in 1:

Vg A - V(o A ) (2.4.3)
Vb V b - Va(o V) (2.4.4)
3z A 4F Jz(d A ) (2.4.5)
3wd Vb - 2 (b V ) (2.4.6)
Ve — @) - 9 — Vad (2.4.7)
3z(¢ — ¥) 4F Vaé — o (2.4.8)
Va(é — o) - 3z — 1 (2.4.9)
Jz (¢ — ¢) 4F ¢ — Tz (2.4.10)
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Vad AVzp - Yo (h A )
J2¢ v Izp - Iz (o V ¥)

VaVyop - YyVro
JxIyp 4 JyTxe

One case that is not an equivalence:

Fzp Az #£ Jx (P AY)

(2.4.11)
(2.4.12)

(2.4.13)
(2.4.14)

(2.4.15)

The left side of (2.4.15) allows different values of z to make ¢ and @ true. The right side requires the

same value of x to make ¢ and 1 true.

Example 2.4.6: Prove ~Jdz¢ - Vz—¢.

1 —3dxg premise
To =
3 Plzo/2] assumption
4 dzo Ji. Line 3
5 L —e. Lines 4, 1
6 —¢[rg/x] —i. Lines 3-5
7 Vx—o Vi. Lines 2-6
Example 2.4.7: Prove Vz—¢ - —3x¢.
1 Y=g premise
> dxo assumption
0 3 Olzo/x] assumption
4 —¢[xo/x] Ve. Line 1
5 L —e. Lines 3, 4
6 L de. Lines 2, 3-5
=0} —-i. Lines 2-6
Example 2.4.8: Prove Vz¢ V ¢ F Vz(p V 9), assuming x is not free in 1.
1 YoV assumption
2 Vzo assumption
xo 3 Plxo/x] Ve. Line 2
4 Olzo/x] VY Vi. Line 3
5 Va(op V) Vi. Lines 3—4
6 Y assumption
xo 7 Plze/x] VY Vi. Line 6
8 V(o V) Vi. Line 7
9 V(o V) Ve. Lines 1, 2-5, 6-8

In lines 4, 7 note that @lxo/z] V¢ = (¢ V 9)[xo/x], because x is not free in .
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Example 2.4.9: Prove Vz(¢ V ¢) b Vag V.

1 Va(o V) premise

2 (Vzo) V ~(Vao) LEM

3 Vao assumption

4 YoV Vi. Line 4

5 —Vzo assumption

.

7 Jdxz—¢ Proven earlier. Omitted here.
xo 8 —plro/x] assumption

9 (¢ VY)|re/x] Ve. Line 1

10 Glro/z] assumption

11 L —e. Lines 10, 8

12 Y le. Line 11

13 Y assumption ‘

14 Y Ve. Lines 9, 10-12, 13

15 Y Ve. Why??

16 VoV Vi. Line 15

17 VoV Vi. Lines 2, 34, 5-16

More Proofs involving non-free variables

Example 2.4.10: Prove ¢ 4 Vz¢, where x is not free in ¢.

Because z is not free in ¢, we can do substitutions without changing ¢.

1 ¢ premise
To 2 @ Copy. Line 1
3 Vao Vi. Line 2

In the other direction

1 Vxo premise

2 ¢ Ve. Line 1
We can do the same thing with the existential quantifier.

Example 2.4.11: Prove ¢ +F Jx¢, if x is not free in ¢.

1 ¢ premise
> Jzg . (¢ = ¢lz/x])
In the other direction
1 dzo premise
xo 2 @lzo/x] assumption (@lxg/z] = x)‘

3 0 Je.
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If x is not free in ¢, we could even prove

Iz - Yoo

2.4.4 Semantics in First-Order Logic

Suppose we are given

JaVy P(x,y) F Yy3a P(z,y)

z and y are independant, but both must come from some domain of values. Similarly P also has a
meaning.

<

For first-order logic, “valid” means that the truth semantics hold under any model.
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2.5 Lecture — 2/28/2007

Example 2.5.1: This is a different version of the proof that appears on page 120, that doesn’t use the
‘questionable’ reference to a boxed variable.

Prove: Vz(¢p A ) F (Vap) A

1 Va(d AY) premise
To 2
3 (@ AY)[xo/x] Ve. Line 1. (Note: = ¢[xo/x] A Plxg/z])
4 Plxg/x] Aej. Line 3
5 Vzo Vi. Lines 2-5
6 QAU Ve. Line 1
7 Y Aes. Line 6
g8 (Yap) A Ai. Lines 5, 7

2.5.1 Semantics of First-Order Logic

Suppose we are given the formula Vz P(f(x),y), how do we assign a truth value to this?

We need a context in which to evaluate the formula. Traditionally, this context is referred to as a
universe.

Note that Va P(f(z),y) says something about y (the free variable), but it says nothing about x (the
bound variable).

Definition 2.5.2: A model for (F,P) consists of the following elements. Recall that F is a set of
functions and P is a set of predicates.

1. A non-empty set A. This is the universe of values.

2. For any nullary function symbol f € F, we need a meaning: fM € A. fM is the meaning of f in
the model M.

3. For every n-ary function symbol f € F having arity n > 0, we have a meaning fM: A" — A.

4. For every n-ary predicate P € P, our meaning is PM C A™. (PM is essentially a set of sets of
terms that satisfy P under M).

5. The equality predicate, =. In general, =" can be interpreted as {(a,a)|a € A}.

Our definition for model covers only functions and predicates (and constants, since constants are really
nullary functions). This definition does not cover free variables. To handle free variables, we need a
lookup table.

Definition 2.5.3: A lookup table for M is a function
l:var — A

Very simply, [ gives values to variables.
We write [[z — a] for the lookup table that maps x to a and y # z to I(y)
In l[z — a], x is a free variable and a € A.

Lookup tables behave like functions.
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2.5.2 Evaluating Formulas With Models
In first-order logic, the symbol F is overloaded. One meaning is semantic entailment. The other meaning
has to do with the evaluation of a formula in a model.

We write
ME; ¢

to mean that ¢ evaluates to T in the model M under the lookup function [.
Again, M is a model, [ is a lookup table, and ¢ is a formula.
Let’s build up a definition of evaluation.
e Let t™! denote the value of the term ¢ in M under .
o Ml =](z), where x is a (free) variable.
e If f is a nullary function (constant), then fM! = fM.
o fltr, ... ty) M= fM@E
That covers evaluation of terms. Now, lets move on to formulas.
o ME; P(ty,... t,) IFF (3", #20) € PM,
e MF; —¢ IFF not M F; ¢.
ME ¢V IFF ME; ¢ or M E; ¢
ME ¢N Y IFF M E; ¢ and M F; ¢
ME; ¢ — ¢ IFF not ME ¢por ME ¢
M E; Yz IFF for all a € A, M Fyjpq) ¢
M E; 3x¢ IFF for some a € A, M Fyj5.q) ¢

Let’s go back to our earlier question: what does Va P(f(x),y) mean? Using our definitions:

For all a € A, M Fy[5,.,) makes P(f(x),y) true.
For all a € A, (fM(a),l(y)) € PM.

Suppose we had two lookup tables [, I’, and that these two tables agree on all free variables of ¢. Then
ME; ¢ IFF M Ep ¢

Definition 2.5.4: ¢ is a sentence if ¢ has no free variables.

Suppose ¢ is a sentence. Then, either M F; ¢ for all I, or M ¥ ¢ for all [.

Why is this the case? Lookup tables apply to free variables only. If ¢ is a sentence, then ¢ has no free
variables, so it doesn’t matter which lookup table we use. Every lookup table is equivalent!

Put another way M F; ¢ is equivalent to M F ¢. If ¢ is a sentence, then the lookup table is irrelevant.

2.5.3 Semantic Entailment in First-Order Logic

As noted, F is also used to represent semantic entailment in first-order logic.

We write I' F ¢ to mean that “Gamma entails psi”. As before, we use the convention of using I' to
represent a set of formulas.

If Mk, ¢ for all ¢ € T, then M F; 1.
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To reiterate the overloaded notation:

ey LHS is a set of formulas
ME; ¢ LHS is a model

Definition 2.5.5: We say that ¢ is satisfiable if there are M, [ such that M E; v.

Definition 2.5.6: We say that 1 is valid if M F; ¢ for all M, [.

This is a very big statement. In the realm of models, ‘all’ really means ‘every thing you could possibly
think of’.

Definition 2.5.7: T' = ¢4, ..., ¢, is satisfiable if there is M, [ such that M F; ¢ for all ¢ € T.

Question: if I' = (), is T" still satisfiable? Yes, I' = () is satisfiable.

2.5.4 Soundness and Completeness of First-Order Logic

Recall,

Soundness A syntactic notion. If I' - ¢, then I' E ¢. Note that I' may be a finite set of formulas, or I’
may be an infinite set of formulas.

Completeness If I' F ¢, then I' - ¢.
Soundness is the more important quality. Soundness allows us to trust what we have proven syntactically.

Soundness and Completeness hold for First-Order logic. (We're not going to explore a proof here, but
the principles hold).

2.5.5 The Validity Problem

The validity problem is as follows: Given a formula ¢, is ¢ valid? (i.e. is F ¢ true?)

In propositional logic, validity is a decidable problem. We can construct a truth table for the given
formula and see if all rows evaluate to T. Although there’s no efficient way to determine validity for
propositional logic, it’s still a computable problem.

In first-order logic, validity is not decidable. Huth and Ryan give a proof by reduction from the Post
Correspondence Problem.

Post Correspondence Problem

In the post correspondence problem, we are given a n dominos

S1 Sn

et (2.5.1)

Each s; and t; is a binary string. No s; or ¢; can be the empty string.

The goal is to arrange the dominos so that the same word appears on the top and bottom halves.
However, we are allowed to reuse dominos as many times as we’d like. This is the part that makes PCP
undecidable — there’s no bound on the computation.

PCP is reducible to the halting problem.
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To show that validity is not decidable, we will reduce PCP to validity. This will show validity for
first-order logic to be undecidable. (A solution to the validity problem would allow us to solve PCP by
transforming an instance of the PCP into the validity problem).

Given an instance of the PCP (2.5.1), we will construct a formula ¢ such that the PCP instance has a
solution IFF ¢ is valid.

Our model description for ¥

A={0,1}*
Sfo(w) = w0 append 0 to w
fi(w) =wl append 1 to w
P(s,t)y=s=t $=581,...,80, t=11,...,1p

Representing a string with fy and f; will involve a fair amount of recursion. As a notational convenience,
let

Jor.bw = o, (fbk71(fbk72(’ o (6) T )))

[to be continued next lecture]
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2.6 Lecture — 3/5/2007

2.6.1 First-Order Logic and the Post Correspondence Problem

Example 2.6.1: Here’s an instance of the PCP that has a solution:

b a ca, abc
ca ab a C

The solution uses dominos {2,1,3,2,4}.

If a solution to an instance of PCP exists, then finding that solution is a recursively enumerable problem.
(The term Turing recognizable means the same thing as recursively enumerable). If a solution exists,
then brute force search will find it eventually. However, you cannot tell when a solution does not exist.

Our goal for this section is as follows: given a PCP instance C, we will produce a formula ¢ such that
C has a solution IFF ¢ is logically satisfiable.

Our formula makes use of the following elements

e A constant, which denotes the empty string e
fo, f1 Unary functions that append symbols to a given string
P A binary predicate

If s is a string then

fo(s) = s0 Append 0

fi(s) = sl Append 1
Given strings s, t, the meaning of P(s,t) is as follows: there exists a sequence of indexes i1, ..., such
that s is the term representing s;,,...,s;, and ¢ is the term representing ¢;,,...,;, .

P only checks to see if s and ¢t can be formed by a sequence of dominos. P does not check if s and ¢ are
the same string. P means “s, t are constructible from dominos”.

Finally, we’ll also use a notational shortcut
Jovovr = Fo, (for_y (- (foo (for (€))) -+ +))

The sentence describing the PCP is

¢=0¢1 N2 — ¢3 (2.6.1)
where
k
1 = /\ P(fSL (e)’fti (6)) (2'6'2)
i=1
k
¢2 = YuVo (P(u, v) — /\ P(fs, (w), fe, (v))) (2.6.3)
i=1
¢3 =32 P(z,2) (2.6.4)
Intuitively,

e ¢, allows us to build strings from sequences of dominos, starting from the empty string.

e (- says that when we have strings s, t, then we can append to them only strings that can be
formed by adding to the sequence of dominos.

e (3 says that z can be formed from a sequence of dominoes, where z appears on both the top half
and the bottom half.
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A Proof that This Reduction Works

Part One: Suppose that F ¢ is valid (where ¢ = ¢1 A pa — ¢3). Then ¢ must be valid for our model of
the Post Correspondence Problem. We need to give a formal defintion of our model that demonstrates
its ¢’s validity.

Let
M= (A, eM, 37, f, P
where
A={0,1}*
eM=¢
0" (w) = w0
M(w) = wl
PM(s,t) = {(s,t) | there is a sequence of indices iy, ...,%,, such that s = s;,,...,s;
and t = ti17~~-,tim}

If E ¢ is valid, then M F ¢ is valid.
If ¢ is a variable-free term, then (f,(t))™ =tM -s. So M E ¢.
If the pair (s,t) € PM, then the pair (ss;,tt;) € PM fori=1,... k. So, M E ¢o.

Since ¢1 A g — ¢3, and ¢ A ¢o holds, ¢3 must hold as well. The definitions of ¢3 and PM says that
there is a solution to the PCP instance C.

So, if ¢ is valid, then then C has a solution.

Part Two. Suppose C has a solution. We must show that ¢ is valid for any model M’

By our definition of ¢, if M’ ¥ ¢1 or M’ E ¢ then we are done — ¢ is vacuously valid. The harder part
is handling when M’ E ¢1 A ¢2. In that case, we must verify M’ E ¢3 as well.

We do this by interpreting binary strings in the domain of values A’ for the model M’. Let us define a
function

interpret: {0,1}* — A

interpret(e) = e

M/
interpret(s0) = fé\’l/(interpret(s))
FM (interpret(s))

interpret(by ... b flfyt (fbl_/l(- . (fb/l/l/(eM/)) )

interpret(s1)

Since, M’ E ¢1, we can conclude that

(interpret(s;), interpret(t;)) € P fori=1,...,k

Since M’ E ¢, we can conclude that

(interpret(ss;), interpret(it;)) € PM fori=1,...k
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Starting with (s,t) = (s;,,t;,), we can repeatedly apply the previous formula to obtain

(interpret(s, ...s;, ), interpret(t;, ...%;)) € pM

Since $;, ...s;, and t;, ...t;, form a solution to C, they are equal. Therefore, interpret(s;, ...s;, ) and
interpret(¢;, ...t; ) are the same elements in A’. Therefore 3z P(z, 2) is in M’ and M’ E ¢3.

This shows a reduction from PCP to the validity problem for first-order logic. Because PCP is not
decidable, the validty problem for first-order logic is not decidable.

2.6.2 Implications of the Undecidability of the Validity Problem
for First-Order Logic

Having shown that validity is undecidable for first-order logic, we may conclude two additional things:

1. ¢ is satisfiable IFF —¢ is valid. Because we can’t compute validity, we can’t compute satisifiability
either.

2. E ¢ IFF F ¢. Because validity is not computable, provability is not computable either.

Validity is recursively enumerable. To check validity, one must consider all finite models and all infinite
models. F ¢ is R.E. because of soundness and completeness. We can try all possible proofs. If we find a
proof, soundness assures us that the proof will hold.

The set of non-valid formulas is not recursively enumerable. If the set of non-valid formulas were RE,
then validity would be recursive (aka, Turing Computable). A set is recursive IFF the set and its
compliment are recursively enumerable.

As an aside, there are formulas of first-order logic that are not valid, but are true for all finite structures.
Simply enumerating all possible finite structures is not sufficient to test for validity.

2.6.3 Expressiveness of First-Order Logic

First-Order logic is pretty powerful, but there are concepts it cannot express.

Theorem 2.6.2 (Compactness Theorem): If T is a set of sentences and all finite subsets of I' are
satisfiable, then I' is satisfiable.

PROOF: Suppose that T' were unsatisfiable. Because I' is unsatisfiable, then ' E 1 and T' - L (by
completeness).

Let A be some finite subset of I'. We have A F 1, since proofs have finite length. Because A F 1,
soundness and completeness tell us that A F L.

A E 1| contradict the assumption that all sentences in I' are consistent; I must be satisifiable. O

Theorem 2.6.3 (Léwenheim-Skolem Theorem): If T' is a set of sentences, and for all n > 1, T" has a
model M with at least n elements, then I" has a model with infinitely many elements.

The phrase “for all n > 1, I has a model M” refers to M E ¢ for all ¢ € T".

The phrase “a model M with at least n elements”, means that the universe A of M has at least n
elements.



56 CS 720 Class Notes

2.7 Chapter 2.4 Notes

2.7.1 Semantics of Predicate Logic

It’s generally easy to show I' F ¢ — just write a proof. It’s much harder to show that no proof exists.

T' E 9 is just the opposite. It’s generally easy to show a counterexample where I' ¥ 1. Showing I' F ¢
for all possible models M is usually difficult.

The evaluation of any first-order logic formula requires a universe of values.
Definition 2.7.1 (Model): A model for (F,P) is

M= (A, M, M, PM)
where

e A is a universe of concrete values

e M. For each nullary function (constant) we need a concrete a € A that the constant stands for.

e M. For each n-ary function fM: A™ — A, we need a concrete function definition.

e PM_ For each n-ary predicate, we need a set of n-ary tuples that satisfy the predicate. For an
n-ary predicate P, PM C A™.

f and P are simply symbols. By contrast, f™ is a concrete function and P is a concrete relation.
The notion of “model” is very liberal and very open-ended.

There is one area that our definition of model does not address: free variables. To handle free variables,
we need a lookup table

l:var — A

Lookup tables are also denoted by {[x — a]. I[z — a] means that [ maps x to a € A, and for all y # z, [
maps y to I(y).

If a first-order logic formula is a sentence, then validity holds (or does not hold) irrespective of the
look-up table. If ¢ is a sentence, then ¢ has no free variables; if ¢ has no free variables, then the lookup
table is irrelevant.

The semantics of first-order logic impose a special meaning on the symbol =, which we denote =M.
(a,b) is in the relationship =™ IFF a and b are the same elements of A.

2.7.2 Semantic Entailment (Section 2.4.2)

Definition 2.7.2 (Semantic Entailment): Let I' = ¢1,...,¢,. We say that I" semantically entails v, or

¢1,~--;¢n’:¢

IFF v is true whenever all ¢4,...,¢, € I" are true.

Some useful rules for semantic entailment.

1. T' E % holds IFF for all models M and lookup tables I, whenever M F; ¢ holds for all ¢ in T', then
M E; 1 holds as well.

2. Formula 1 is satisfiable IFF there is some model M and some environment [ such that M F; ¢
holds.
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3. Formula v is valid IFF M kE; ¢ holds for all models M and environments [ in which we can check
.

4. The set I' is consistent or satisfiable IFF there is a model M and a lookup table [ such that M E; ¢
holds for all ¢ € T".

2.7.3 Decidability of First-Order Logic

Establishing M F 9 is undecidable if the universe of M is infinite. If the universe is infinite, there’s no
way that we can check each value.

Determining whether ¢ ... ¢, F 9 is also an undecidable problem. Validity requires entailment to hold
under all possible models. Because there are an infinite number of potential models, we cannot check
this programatically either.

By contrast, validity and satisfiability are decidable problems in propositional logic: construct a truth
table and examine it. This is not an efficient approach, but it can be done programatically.

2.7.4 Soundness and Completeness

As with predicate logic,

1o b F W IFF Gy, . 6 F (2.7.1)

Soundess and completeness hold for first-order logic.
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2.8 Lecture — 3/7/2007

2.8.1 Lowenheim-Skolem Theorem
Last time we discussed the Lowenheim-Skolem Theorem (See Theorem 2.6.3, page 55). If T is a set of
sentences and for all n > 1 I" has a model of size n, then I' has an infinite model.

The phrase “T" has a model of size n” means that there is a model M = (A,...) and forall¢ e ', M E ¢
and |A| > n.

Indirectly, this theorem is saying that first-order logic gives us no way to say “the universe is finite”.
PRrROOF (Lowenheim-Skolem Theorem): For all n > 1, let ¢,, be the formula

n

dzq dzo ... dzy, /\ —(x; = xj) (2.8.1)
i#j
Equation (2.8.1) states that there are at least n elements in our universe.

Let A =T U{¢, | n>1}. A is adding n formulas to the set T
Let A’ be a finite subset of A.

Let m = max{n | ¢, € A’}

Let M be a model for I" with at least m elements.

Because M is a model for A, M is also a model for A’.

By the compactness theorem, A has a model M’ which is an infinite model of T. O

2.8.2 First-Order Logic and Directed Graphs

The compactness theorem also allows us to prove some things about first-order logic and directed graphs.
A directed graph is a set of vertices and edges: G = (V, E).

F is equivalent to a binary predicate that states whether two nodes are connected. Let us represent the
set F/ with the logical predicate R.

A specific instance of a graph will serve as a model.

Graphs are commonly used in program verification. Nodes represent states and edges represent state
transitions. Typical verification problems ask the question “is there a path from a good state to a bad
state?”.

We define our relation R
R = {(u,v) | there is a path from u to v}

We refer to R as the reachability relation.

R is the reflexive, transitive closure of the set of edges. (Reflexive, because we consider (u,u) as a path
of length zero from w to itself).

The question: is reachability expressible in predicate logic?

More formally, is there a formula ¢ with a single binary predicate R and free variables u, v such that
for all models M and lookup tables I, M F; ¢?

(Note: because we're working with free variables, we’re actually concerned about paths between ()
and 1(v)).



CS 720 Class Notes 59

The answer: no such formula exists. There is no formula in predicate logic that can show reachability
for all directed graphs.

If such a formula did exist, it would have the form

¢ =(u=v)V R(u,v)V Iz (R(u,x) AN R(x,v)) A...

The formula would be infinitely long, which predicate logic doesn’t allow. Allowing infinitely long
formulas would invalidate the compactness theorem, and invalidating the compactness theorem would
invalidate soundness and completeness.

Theorem 2.8.1: Reachability is not expressible in predicate logic: there is no formula ¢, whose only
free variables are u and v and whose only predicate symbol (of arity 2) is R, such that ¢ holds IFF there
is a path in that graph from the node associated to u to the node associated to v.

PROOF: Suppose there were such a formula ¢. Let ¢ and ¢’ be constants. Let ¢, be the formula
expressing that there is a path of length n from u to v.

po=c=c
¢ = R(Cv Cl)
oo = Jz (R(u,xz) A R(x,v))

¢n =3w1 ... 1 (R(c,x1) A R(z1,22) A+ A R(TH—1,C))

Let us define
A ={=¢; | i >0} U{g[c/ullc/v]}

A is unsatisfiable: {—¢; | i > 0} says that no path exists, while {¢[c/u][¢//v]} says that a path does
exist.

However, every finite subset of A is satisfiable since there are paths of any finite length. Therefore,
by the compactness theorem, A is satisfiable. This is a contradiction, since A was designed to be an
unsatisfiable formula. Therefore, no such ¢ exists. O

So we see that first-order logic is powerful, but it has its shortcomings. It’s powerful enough to enter the
realm of undecidability (the validity and satisfiability problems), but there are some simple problems
that it cannot express (reachability).

2.8.3 Second-Order Logic

First-order logic cannot express reachability, but second-order logic can. Where first-order logic gives us
freedom over individual objects, second-order logic gives us freedom over predicates.

Second-order logic has no compactness theorem.

2.8.4 Existential Second-Order Logic

Existential Second-Order Logic formulas have the form
IP¢

Where P is a predicate symbol and ¢ is a propositional logic, or first-order logic formula.
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Let M be a model for the language of (¢ — P).
Let T C A x A. My will be a full model for ¢, where pMr =T,
We will have M ; AP ¢ IFF there is a T' € A x A with Mt F; ¢.

Non-Reachability can be expressed in second-order logic as
EIPV:Z:Vsz (Cl N 02 A Cg A 04)

where each C; is a horn clause

Cy = P(z,x) (2.8.2)
Cy = P(x,y) AN P(y,z) — P(z,2) (2.8.3)
C3 = P(u,v) — L (2.8.4)
Cy = R(z,y) — P(z,y) (2.8.5)

C, states that P is reflexive.

(5 states the P is transitive.

Cj5 ensures that there is no P path from u to v.
Cy says that any R edge is also a P edge.

Which is a good definition of non-reachability in a directed graph. It expresses reflexivity and transitivity,
and also that you cannot get from wu to v.

2.8.5 Universal Second-Order Logic

Formulas of universal second-order logic have the form

VP&

Where existential second-order logic allowed to express non-reachability, universal second-order logic
allows us to express reachability.

¢ = VPELTE'Z/E'Z(—\Cl \Y _‘CQ V —|Cg V —|C4) (286)
where each C; is as defined in (2.8.2) - (2.8.5).

Theorem 2.8.2: Let M = (A, R™) be any model. Then formula (2.8.6) holds under lookup table [ in
M IFF [(v) is R-reachable from I(u) in M.

Proor: Case 1. Suppose that M E ¢ (for ¢ in (2.8.6)) holds for all interpretations of M. Then it
also holds for the model where P is the reflexive transitive closure of R.

In the model where P is the reflexive transitive closure of R, only the clause —=C5 will hold. But this
means that M E P(u,v) has to hold, so there is path of finite length from I(u) to I(v).

Case 2. Let [(v) be R-reachable from I(u) in M. For any interpretation where P is not reflexive, not
transitive, or does not contain R, ¢ will still hold. One of the clauses =C4, =C3 or =C4 will be true.

If the interpretation has P being the reflexive transitive closure of R, then P will certainly contain R.
The clauses —Cy, —Cy, —~C, will be false, but ~C3 will be true, because (I(u),l(v)) is in the reflexive
transitive closure by assumption. Therefore ¢ still holds. O
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2.8.6 Program Verification

There are two schools of program verification: model-based and proof-based.

Model-Based Verification Model-based verification uses M E ¢, but assumes that M is finite. If M
is finite, then M F ¢ is decidable. You can try every possible combination.

Model-based verification is retrospective. You do it after you've constructed the model.

Proof-Based Verification Proof-based verification relies on soundness and completeness. We try to
establish ¢1,..., ¢, F ¢ by constructing a syntactic proof for ¢1,..., ¢, - ¢.

Proof-based verification is prospective. You can do it before the model has been constructed. This
can be help you decide when the model is sufficient. If you can prove ¢, you're done.



Part 3

Program Verification

3.1 Lecture — 3/12/2007

3.1.1 An Introduction to Verification

There are three ingredients in program verification:
1. A means of modeling the system. Typically this is mathematical model.
2. Specifying a language for system properties.

3. A way of verifying that the model matches (or fails to match) the desired program behavior. (A
verification method).

Verification methods can be classified according to several criteria:

e Proof-based vs. Model Based.

Proof-based verification models a system by a set of formulas, I'. The specification is another
formula ¢. Verification involves finding a proof for I' - ¢ in some formal system. Assuming that
the formal system is sound, we can determine whether I' F ¢.

Model-based methods use a model M. The specification is a formula ¢. Verification involves
showing that M E ¢.

If M is a finite model, then the verification problem is decidable (but not necessarily efficient).
e Degree of Automation.
The verification process may be (1) fully-automatic, (2) computer assisted or (3) manual.
Fully-automatic verification works better for model-based systems.
Fully-manual verification works better for proof-based systems.
e Full Verification vs. Property Verification.

Full Verification tries to develop a complete specification of the program: what must be true about
its inputs, what must be true about its outputs, as well as the details of the program’s behavior.
While this method may be practical for small programs, it is usually impractical for medium to
large programs.

Property Verification does not try to produce a complete description of the program. Instead, it
focuses on certain aspects of the program’s behavior.

62
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Property Verification is weaker than full verification, but easier to do. With property verification,
you can at least make assertions about some aspects of the system.

e Intended Domain.

What type of program are you verifying? Is it sequential or concurrent? Is it reactive or termi-
nating?

e Pre-development vs. Post-development.

When is the verification process applied? It’s preferably to apply verification earlier in the devel-
opment process, when mistakes are less costly to rectify.

3.1.2 Model-Checking

We will focus on model checking as a verification mechanism. Some characteristics of model checking
are:

It’s model-based

Fully-automated

Uses property verification

It applies to the domain of concurrent, reactive systems

It’s done in Post-development

It’s based in linear temporal logic (LTL). LTL is a form of logic that involves time.

The model will be based on a transition system.

If the model is inconsistent (i.e., if M ¥ ¢), then the verification process will produce a counterex-
ample.

Alloy is a Hybrid model verifier. It limits the size of the model search space, under the assumption that
counterexamples can usually be found in small models.

3.1.3 Temporal Logic Systems

Temporal logics are formal logic systems that involve time. We’ll be concerned with two temporal logic
systems:

1. Linear Temporal Logic. LTL assumes that time proceeds linearly along a single path. LTL
allows a single 'next’ step in time.

S1 -> 82 -> 83 —> ...

2. Branching Temporal Logic. Branching temporal logic allows multiple 'next’ steps. For example:

We'll focus on Linear Temporal Logic first.

3.1.4 Linear Temporal Logic

LTL views time as a sequence of states, extending (perhaps infinitely far) into the future. There may
be several possible paths, but only path will be realized.
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LTL makes use of atoms: p, g, r, etc. Atoms stand for facts that may be true or false in the system.

For example, “printer 1j2 is busy”, “process X is suspended”, etc.

In EBNF, the syntax for LTL is as follows:

¢ =T
| L
| p where p is an atom
| (—9) where ¢ is any LTL formula
| (¢ A @) and the other ¢ is any other LTL formula
| (9V 9)
| (90— ¢)
| (X ¢)
| (F ¢)
| (G ¢)
| (¢ U ¢)
| (0 W 9)
| (¢ R ¢)

The symbols X, F, G, U, W, and R are called temporal connectives. Their names are

Connective | Name
X Next
F Future
G Global
U Until
w Weak Until
R Release

The precedence order of LTL connectives is

-, X, F,G unary connectives
U,W,R LTL binary connectives
A,V

—

3.1.5 Semantics of Linear Temporal Logic

LTL is based on a transition system. A transition system cousists of states (static structures) and

transitions (dynamic structures).

Definition 3.1.1 (Transition System): A transition system, M = (S, —, L) is a set of States S, a binary

transition relation —, and a labeling function L.

— is a binary relation on S. For every s € S, there will be some s’ € S such that s — s’. Dead ends are

not allowed in this transition system.

The labeling function, L: S — P(atoms). For a state s, L(s) contains the set of atoms that are true in

S.

Example 3.1.2: Figure 3.1 shows an LTL transition system. In this system,

e 5) is the starting state.
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A
&0

Figure 3.1: Example of an LTL Transition System

o L(So) = {p,q}- L(S1) = {p,7}. L(S2) = {r}.
e The transition relation contains So — Sy, Sg — Sz, S1 — S and Sy — Ss.

Definition 3.1.3 (Path in an LTL): A path in a model M = (S, —, L) is a set of states s, s, s3, ...
in S such that for each ¢ > 1, s; — s;41. We write such a path as s1 — so — ...

By convention, we will denote paths with .
7' denotes the path starting at time tick i. (s;, Sit1, Sit2, --.).
Definition 3.1.4 (Satisfaction of an LTL Formula): Let M = (S, —, L) be a model and let 7 = 57 —

S9 — ... be a path in M. Whether 7 satisfies an LTL formula is defined by the satisfaction relation F,
as follows.

1. 7T

2. mE L

3. tEpIFF p e L(s1)

4. mE g1 AN g IFF 7 ¢1 and 7 E ¢o.

5. TE 61V ¢s IFF mE ¢y or 7 E ¢o.

6. mE ¢1 — ¢ IFF w E ¢ whenever 7 F ¢;.

7. mE X ¢ IFF 72 F ¢. (72 is the path starting with the second element).
8. mE G¢ IFF for all i > 1, 7 F ¢. (Globally in the future)

9

. m E F ¢ IFF there is some i > 1 such that 7% F ¢. (At some point in the future. Note that “future”
includes “now”.)

10. 7 E ¢ U IFF there is some i > 1 such that 7 1), and for all 1 < j < i, we have 7/ F ¢.
This is the until case. ¢ is true until ¢ is true. We assume that ) becomes true at some point.

11. 7 ¢ W) IFF either (1) there is some i > 1 such that 7¢ F + and for all 1 < j < i we have 7/ F ¢
OR (2) for all & > 1, we have 7% k= ¢.

The is ‘weak until’. It’s similar to U, but ¢ might not become true. That’s okay, as long as ¢ stays
true.

12. 7 ¢ R+ IFF either (1) there is some i > 1 such that 7 F ¢ and for all 1 < j < i, we have 7/ F 1),
OR (2) for all k£ > 1 we have 7% F ).



66 CS 720 Class Notes

Here, we say that “¢ releases ¢”. 1 must be true up until (and including) the moment where ¢
becomes true.

R is the dual of U. ¢ R = —(—¢ U ). O

NOTE: in LTL, “future” includes all time steps > i, including i itself.
Also note: oWy =9 Uy V Go.
Ifse S, M,SE ¢ IFF «E ¢ for all paths 7 starting at state S.

3.1.6 Some Examples of LTL formulas

e F Gp — p. This formula is valid. If p holds globally, then p holds in the first state.
e Fp — Fp. This is valid, because F includes the present, as well as future states.

e Fp — ¢qUp. Valid, but vacuously. If p holds at s1, then we can say ¢ holds until s;. (Vacuous,
because there are no points before s;).

e £ p— pRgq. Always false. If p is the first state in the path, then ¢ cannot hold before p does.
e G —(started A —ready). Globally, we cannot be in a started state unless we are in a ready state.

e G(requested — Fenabled). If a service is requested, then it must become enabled. This includes
becoming enabled at the time of the request.

e Genabled. Enabled forever, starting now
e ' Genabled. Enabled forever, starting at some point in the future.

e GFenabled. Enabled infinitely often. (Allows transitions from enabled to not enabled, back to
enabled again).

For next class, try to find an LTL expression that means “If running, then enabled at some point before”.
(i.e. - the service goes from not running to running, and becomes enabled at the point where it becomes
running).
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3.2 Lecture — 3/14/2007

3.2.1 Linear Temporal Logic

Last lecture, we asked how to say “if you're running at a state (but not at the previous state), then
you're enabled”. In LTL, we say this as

G((—running A X running) — X enabled)

Review:
e F'G ¢ means “¢ will be true forever, starting at some point in the future”.
e GF ¢ means “¢ is true infinitely often”.
e FG¢p - GF¢

What can’t be expressed in linear temporal logic? LTL considers only one path through time; it does
not have a concept for branching.

Suppose you wanted to say “From any reachable state, you can reach a restart state”. This is like saying
“From any reachable state, there exists a path to a restart state”. Consider the transition system in
Figure 3.2. This transition system contains two reachable states; the state where restart = T is reachable

)
S S

Figure 3.2: A simple Transition System

from either.

We could try to describe this as G(F restart). But that doesn’t quite work. We might stay at Sy forever
without reaching Ss.

Statements of the form “There exists a path” are usually not expressible in LTL. But sometimes one
can get around this by using negation (Jz¢ = —Vz—¢).

When we say an LTL expression is true, it must be true regardless of any branch chosen.

3.2.2 Equivalences in LTL

G acts like ¥ (or A).
F acts like 3 (or V).

Some equivalences:

-Gop=F—¢ G, F are duals (3.2.1)
“Fo=G-¢ (3.2.2)
- X¢=X~¢ X doesn’t have a dual (3.2.3)
-(¢pU¢) =R U and R are duals (3.2.4)
~(¢RY) = -9 U (3.2.5)
(¢ W) =7 There’s no dual for W. (3.2.6)
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Later, we’ll see how W can be expressed using other connectives.

We give a proof of (3.2.4).

ProoF: —(¢U%y) =R
1. Suppose m¥ ¢ Up. For all 5 > 1, either 7% ¥ 1) or there is a j < 4 such that 77 ¥ ¢.
In other words, 7 = or 7/ = —¢. There are two cases to consider.
(a) If for all i > 1, 7* F =, then 7 F = R .

(b) If there is an 4 > 1 such that 7* F 1), then take the least such i. There is a j > i where
mE ¢, Fori <k <j, n"E -, sonkE-¢pR—

2. Suppose m F —¢p R .
Either (1) 3i > i such that 7' F =¢ and for all 1 < j <4, 7/ F —); or (2) for all i > 1, 7 F —).
(a) In the first case, any k with 7% F ¢ is > i. But at 4, 7° F =¢, so 7 F ¢ U,

(b) In the second case, 1) never becomes true, so 7 E =(¢ U).

O

More equivalences:
F(pVvy)=FoVFy (3.2.7)
GoAnY)=GopAGY (3.2.8)
GoVy)#GopVv Gy does NOT hold (3.2.9)

It’s pretty easy to see why (3.2.9) doesn’t hold. Consider Figure 3.3.
/\
@\_@
Figure 3.3: Illustration for (3.2.9)

G(pV ¢) holds, because one of p, ¢ is true at each point in time. GpV G ¢ does not hold, because p and
q keep alternating between true and false.

In LTL, we could say that

(GoVGY)— GloVy)

Continuing with equivalences:
Fo=TUo (3.2.10)
Go=1Ro (3.2.11)
F-¢=-TU-¢ (3.2.12)
ﬁFﬁ(bEﬁ(TUﬁ(b) EﬁTRﬁﬁ¢ELR¢ (3213)
dUY = (W) AF o (3.2.14)
WY =(oUy)VGo (3.2.15)
PWY =9 R(¢VY) (3.2.16)

dRY =y W(d A1) (3.2.17)
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A proof of (3.2.16):

PrOOF: ¢ Wy =9y R(od V)
1. Suppose ™ E ¢ W 1.
(a) If there exists an ¢ > 1 such that 7% F ¢ and for all j <4, 7/ F ¢.
So, for all 1 < j <4, 7/ E ¢V 1p. This is exactly ¥ R(¢ V ).
(b) Suppose, for all k > 1, 7% £ ¢. Then for all k > 1, 7* E ¢ V4. So, 7" E ¢ R(¢ V ¥).
2. Suppose T F Y R(¢p V ).
(a) Suppose there is an i > 1 where ¢ F 1, and 7/ F ¢ V 9 for j < i.
Take the least such i; for all j <14, 77 E ¢, so 7 F ¢ W .
(b) Suppose for all i > 1, 7wt E ¢ V .
i. Suppose there is an i > 1. Then 7 I ¢. This is like case (2a).
ii. Suppose for all i > 1, w* £ ). So, 7° E ¢, and 1 E ¢ W)

One last equivalence:
Ut = ~(=p U(=p A —p)) AF2h (3.2.18)
We can show a derivation for the right side of (3.2.18).

(= U(=p A —9)) AF )
=(= Y R=(-¢ A 9)) AF 9
=W R(oVY))AFo
=Wy VFy
=¢ Ut

3.2.3 Adequate Connectives for LTL

In linear temporal logic, the following sets of connectives are adequate:

{U,X}
{R, X}
{W, X}

The connectives F, G can be derived from U, R.

U can derive R. R can derive W.
R can derive U. U can derive W.
W can derive R. R can derive U.

The set {F, X} is not adequate. F and X are unary connectives; with only unary connectives, we cannot
express the binary ones.

We cannot define G with {U,F}.
We cannot define F with {R, G}.
We cannot define F with {W, G}.

An adequate set of connectives for LTL must include X.
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3.2.4 LTL Case Study: The Mutual Exclusion Problem

Huth and Ryan devotes a section to this. We’ll start discussing it now, but read it over for next time.

The Problem: We have a set of concurrent processes that need to access a shared resource. We don’t
want multiple processes to access the same shared resource at the same time.

We will introduce critical sections into our code. The shared resource will be accessed from (and
only from) these critical sections. It is not permissible for two processes to be in a critical section
simultaneously.

Here are some of the qualities that we desire from our system.

Safety No more than one process in a critical section at any given time.

Liveness If a process wishes to enter a critical section, it will eventually be allowed to do so.
Non-Blocking A process can always request permission to enter a critical section.

No Strict Sequencing Processes need not enter their critical section in strict sequence. For example,
if process 1 needs access to its critical section more often than process 2, we shouldn’t impose an
ordering of {1,2,1,2,1,2...} for entry to the critical section.

3.2.5 To-Do

Look into a tool called NuSMV. This is a tool that implements linear temporal logic. It’s introduced in
Chapter 3.
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3.3 Lecture — 3/26/2007

3.3.1 A Brief Review of LTL Formula Structure

An EBNF for LTL formulas is as follows:

¢ =T

3.3.2 The Mutual Exclusion Problem

We'll continue with the mutual exclusion problem that we began looking at during our last lecture. (See
page 70).

The general idea is as follows: we wish to control access to a resource. We identify a critical section for
each process. Processes may only access the shared resource from within their critical sections. Only
one process may be in a critical section at any given time.

The qualities we’d like to have:

Safety No more than one process can be in a critical section at any instant in time.
Liveness If a process wishes to enter its critical section, it will eventually be able to do so.
Non-Blocking A process may ask to enter its critical section at any time.

No Strict Sequencing Processes do not have to enter their critical sections in a strict sequence. We
cannot pre-define the order in which processes enter their critical sections.

No Strict Sequencing does not follow from Liveness and Non-Blocking.

Figure 3.7 on Page 181 of Huth & Ryan shows a first attempt at modeling Mutual exclusion. In this
figure:

e n; — process 7 is not in its critical section
e t; — process i is trying to enter its critical section
e ¢; — process ¢ is in its critical section.
Which of our qualities can be modeled using LTL?
Safety Safety can be modeled in LTL.

G(ﬁ(Cl /\Cg)) (331)
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Liveness For two processes, we might try to model liveness with the following pair of formulas:

G(tl — FCl)
G(tg — FCQ)

This doesn’t hold for H&R’s figure 3.7. A path that violates these formulas is
§1 —>83 —> 87 —>81 — 83 — S7 — ...

This path shows that it’s possible for ¢ to ask to enter its critical section, but never enters the
critical section.

Non-Blocking For non-blocking, what we really want to say is “for a state where n; is true, there is
a successor where t; is true”. Unfortunately, LTL does not give us a way to express the existence
of a state. Therefore, Non-Blocking cannot be expressed in LTL.

Another attempt is G(n; — F¢1). This also doesn’t work; it forces process 1 to request entry to
its critical section. If process 1 never wishes to enter its critical section, we shouldn’t force it to.

Another attempt that doesn’t work is G(F¢; V = Ft1). This doesn’t buy us anything because it’s
a tautology.

No Strict Sequencing No Strict Sequencing cannot be expressed in LTL, but it’s negation can.

The negation of No Strict Sequencing says the following: all paths that have a ¢; period that ends
cannot have another ¢; period until there is a ¢y period. (Strict sequence: alternating cq, ca).

In LTL, we can write the negation as
G(er — a1 W(=e1 A —ep Weg))

Figure 3.7 contains a counter example to this formula:
S0 — S5 — S3 — S4 — S5 ...

Because the negation is false, we conclude that No Strict Sequencing holds.

3.3.3 Computation Tree Logic (CTL)

Computation Tree Logic (CTL) is a branching time logic. It allows quantifiers to be applied to paths.
(So, you can say “there exists a path”).
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EBNF for CTL

An EBNF for CTL appears below:

¢ =1

Binding order for CTL Operators and Quantifiers

The precedence order for CTL is as follows:

-, AG,EG, AF,EF, AX,EX
A,V
—, A[U], E[U]

Before we get further into definitions, let’s look at a some examples to get an intuitive feel for how CTL
works.

Example 3.3.1: EF ¢. There is reachable state satisfying q.

Example 3.3.2: AG(p — E[pUgq|). From all reachable states satisfying p, it is possible to maintain p
until we reach a state satisfying q.

Example 3.3.3: AG(p — EGgq). Whenever a state satisfying p is reached, there is a path where ¢ will
be true forevermore.

Example 3.3.4: EF AGp. There is a reachable state from which all reachable states satisfy p.

The quantifiers U, F, G, and X retain their meaning from LTL.

The quantifiers A and E mean “for all paths”, and “for some path”, respectively.

3.3.4 Semantics of CTL

Definition 3.3.5 (Transition System): A transition system M = (S, —, L) is a set of states S, endowed
with a transition relation —, and a labeling function L: S — P(atoms)
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This is the same definition we saw with LTL. There are nodes, edges, and truth values (labels) assigned
to nodes.

CTL formulas are also interpreted over transition systems.

Let M = (S,—, L) be a model, let s be a state s € S, and let ¢ be a CTL formula. Whether M, s E ¢
can be understood as follows:

1. If ¢ is atomic, satisfaction is determined by L.

2. If the top-level connective of ¢ is a boolean connective (A, V, —, etc), then the answer comes from
(1) the usual truth-table style of evaluation applied to the operator and (2) recursively evaluating
each of the operands.

3. If the top connective is an operator beginning with ‘A’ then satisfaction holds if all paths satisfy
the ‘LTL Formula’ resulting from removing the leading A symbol.

4. If the top-level connective begins with ‘E’, then satisfaction holds if some path from s satisfies the
‘LTL Formula’ that results from removing the leading E.

These rules are a little loose — removing a leading A or E does not necessarily produce a formula that is
strictly LTL.

CTL Semantics, more formally

M,sET and M,sk L

M, sEpIFF p e L(s)

M,sE =0 IFF M,s¥ ¢

M, sE ¢1 Ao IFF M, s E ¢1 and M, s E ¢s.

M,sE ¢V ¢ IFF M, sE ¢1 or M, s E ¢o.

M,sE ¢ — ¢ IFF M, s ¥ ¢y or M, s E ¢s.

M, s E AX ¢ IFF for all s; such that s — s; we have M, s1 F ¢. AX says “In every next state”

M, s E EX ¢ IFF for some s; such that s — s; we have M, s; F ¢. EX says “In some next state”.
EX and AX are duals.

© N o o W e

9. M, sE AG ¢ holds IFF for all paths s; — so — s3... where s; equals s and s; along the path, we
have Ms; E ¢.

For all paths beginning with s, ¢ holds globally. This includes s itself.

10. M, s E EG ¢ holds IFF there is a path paths s; — sy — s3... where s; equals s and s; along the
path, we have Ms; F ¢.

There exists a path beginning with s such that ¢ holds globally along that path.
11. M, s E AF ¢ holds IFF for all paths s; — ..., there is some s; such that M, s; E ¢.

For all computation paths beginning with s, there will be some future state where ¢ holds.
12. M, s E EF ¢ holds IFF for some path M, s; E ¢.

There exists a computation path beginning with s, such that ¢ holds in some future state.
13. M, s E A[¢1 U ¢] holds IFF for all paths, that path satisfies [¢1 U ¢s].

There is some s; along the path such that M,s; E ¢ holds, and for all 1 < j < 4, we have
M, Sj = ¢1~

All computation paths beginning with s satisfy ¢, until ¢o becomes true.
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14. M, s E E[¢1 U 2] holds IFF there is some path that satisfies [¢; U ¢o].
There exists a computation path beginning with s such that ¢; holds until ¢4 holds.

More Examples

Example 3.3.6: EF(started A —ready). You can reach a state where started is true and ready is false.

Example 3.3.7: AG(requested — AF acknowledged).

For all states (globally), if requested is true, then for every path acknowledged will become true at some
point. This is a good property for a service protocol.

Example 3.3.8: AG AF enabled — AG AF running. On every path, if enabled is true infinitely often,
then on every path, running will be true infinitely often. The left side of the implication is strong, which
makes it a weak assertion (easy for the LHS to be false).

Contrast this with the LTL formula G F enabled — G F running. This means, on every path, if enabled is
true infinitely often, then running is true infinitely often.

The LTL version is more particular; it is also inexpressible in CTL.
Example 3.3.9: AF AG ¢. On every path, you’ll reach a point where ¢ is globally true.

Example 3.3.10: AGEF ¢. From every path, you can reach a state where ¢ will become true in the
future.

Example 3.3.11 (Non-Blocking in CTL): In CTL we can express our non-blocking property as AG(n; —
EXt).

3.3.5 LTL vs CTL

Implicitly, there is an A quantifier in every LTL formula. LTL requires the formula to be true on every
path.

Not all LTL formulas can be expressed in CTL.

Not all CTL formulas can be expressed in LTL.

Sometimes one can turn an LTL formula into a CTL formula by adding the A quantifier.
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3.4 Lecture — 3/28/2007

3.4.1 Mutual Exclusion in CTL and LTL

We'll finish our analysis of mutual exclusion with a comparison of how CTL and LTL handle the problem.

Safety
In LTL: G —\(Cl A 02)
In CTL: AG —\(Cl A\ 02)

Liveness
In LTL: G(ny — Fe)

In CTL: AG(n; — AF ¢;)

Non-Blocking
In LTL: Not expressible
In CTL: AG(n; — EX#)

No Strict Sequencing
In LTL: We could express the negation, G(c; — ¢1 W(—ep A —e; Weg))
In CTL: EF(Cl 74\ E[Cl U(_\Cl A\ E[_\Cg U Cl])])

Figure 3.4 gives a visual representation of the CTL formula for no strict sequencing.

G G G
—|C2 —|C2 —|C2

Figure 3.4: Visual representation of No Strict Sequencing under CTL

3.4.2 CTL Equivalences

Some of CTL’s equivalences are like standard quantifier negation.

- AF ¢ = EG ¢
-EF¢=AG—¢
- AX ¢ = EX ¢
-EX ¢ =AX ¢
AF ¢ =A[T U]
EF ¢ =E[T U]

AX ¢ = ~EX ¢
AG ¢ = —EF —¢
EG¢=—-AF -6
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3.4.3 Adequate Connectives in CTL

Theorem 3.4.1: A set of CTL connectives is adequate IFF it contains

e one of {AX,EX}
e one of {EG,AF, AU}
e and EU

Example 3.4.2: The set of connectives {EX, AU,EU} is adequate for CTL. From the equivalences
given earlier, it’s not difficult to see how the 8 CTL connectives can be derived.

Example 3.4.3: The set of connectives {EX, EG,EU} is adequate. This set is like the one appearing
in Example 3.4.2. The only differences is EG instead of AU — we just need to show that AU can be
expressed using the connectives we have.

We have the equivalence

Alp Uy = A[=(~0 U(=¢ A —9)) NF 9]

This isn’t strictly a CTL formula, but it is a CTL* formula. We can manipulate this as follows:

= ~E-[~(~¢ U(~¢ A ~)) AF 9]
= ~E[-) U(-¢ A ~¢) V ~F ¢

= ~E(~¢ U(~¢ A ~¢)) V E[~F ¢]
= ~E(~¢ U(-¢ A —~¢)) VEG —¢

From the last line, we have expressed A U with EG.

Example 3.4.4: The connectives {EX, AF EU} are another adequate set.

3.4.4 What’s Not A Connective in CTL

CTL doesn’t adopt all of LTL’s connectives. For example there’s no AR, ER, AW, or EW.

This doesn’t limit the expressiveness of CTL. In LTL, we saw that R and W could be derived. The same
thing could be done in CTL.

AlpRy] = A[=(=0 U )]
—E[-¢U -]
E[pRy] = ~A[=¢ U~y
AlpWyl =AY R(¢ V)]
E[pW¢] = E[yR(¢V 9)]

3.4.5 More CTL Equivalences

The equivalences that follow are recursive. Instead of simply making an assertion from the current state,
they say something about the current state and the state that follows. Studying them gives a good idea
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about how CTL works.

AGo=¢AAXAG

EG¢ = ¢ AEXEG ¢

AF¢ = ¢ ANAXAF ¢

EF ¢ = ¢ AEXEF ¢
AlpUW] =9V (6 A AX A[p U]
E[¢U¢] =V (¢ AEXE[pU ¢

3.4.6 LTL + CTL = CTL*

CTL* is a unification of LTL and CTL. Where CTL requires A and E to be paired with another
connective, CTL* allows them to be used by themselves.

Example 3.4.5: The following is valid CTL* formula:
Al(pUr) Vv (qUr)] (3.4.1)

This means: on all paths, either p is true until r; or ¢ is true until r.

Equation (3.4.1) is not the same thing as saying

Al(pVq)Ur] (3.4.2)

Equation (3.4.2) says that p or ¢ is true until = is true. This allows oscillation of p and ¢. (3.4.1) does
not permit this oscillation.

Example 3.4.6: The equation
AXpVXXp]

is valid in CTL*, but not CTL. This equation means: on all paths, p is true in the next state, or p is
true in the state after the next state.

Example 3.4.7: Consider the equations

E[GFp] (3.4.3)
EGEFp (3.4.4)

(3.4.3) says that there exists a path where p is true infinitely often. (3.4.4) says that there exists a
path where p is true sometime in the future. (p might be true once; not infinitely often). Figure 3.4.7

s (p) s
p (P) p

Figure 3.5: Illustration of the difference between (3.4.3) and (3.4.4)

illustrates the difference. (3.4.4) is true in this system. (3.4.3) is not.
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3.4.7 Syntax of CTL*

The syntax of CTL* involves two kinds of formulas: state formulas and path formulas. We denote state
formulas with ¢ and path formulas with .

State formulas:
pu=T[pl(=9) | (dA¢)]| Ala] | E[a]
Path formulas:

az=¢|(ma)|(@Aa)|(@Ua)|(Ga)|(Fa)|(Xa)

These definitions are mutually recursive, with T and p as the base cases.

3.4.8 Semantics of CTL*

CTL* has two types of formulas; each has its own semantics.

M,skE ¢ state formula semantics

M, TE« path formula semantics

M, s E Ala] is true IFF for all paths p, M, 7 F « starting from state s. (check this). (Note: see also
section 4.3.1, page 110).

M, E « is true IFF where s is the first state of the path =, we have M, s E ¢.
3.4.9 LTL and CTL are Subsets of CTL*

LTL
CTL

CTL*

-
C CTL*

To restrict CTL* to CTL, we need only restrict the form of path formulas to
az=(0Uv) [ (Go) | (Fo) | (X¢)

Figure 3.6 depicts the relationship between CTL, LTL, and CTL*.

CTL*

9,

Figure 3.6: Relationship of CTL, LTL, and CTL*

Example 3.4.8 (In LTL and CTL): The atomic formula p is valid in both LTL and CTL
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Example 3.4.9 (CTL, Not LTL): The formula AGEFp can be expressed in CTL, but cannot be
expressed in LTL. (We’ll see why shortly, when we examine the sub-model property).

Example 3.4.10 (LTL, Not CTL): The formula A[GF p — F ¢] can be expressed in LTL, but not CTL.

Example 3.4.11 (CTL* only): The formula E[G F p] cannot be expressed in LTL, and it cannot be
expressed in CTL. It’s only expressible in CTL*.

3.4.10 The Sub-model Property of LTL

Definition 3.4.12 (submodel): Let M = (S,—, L) be a model. M’ = (S’, =/, L) is a sub-model of M
if

S'cSs
—! C—
L'=L]¢5
L | S’ means “L restricted to S’”.

Theorem 3.4.13 (Submodel Property): If A[a] is an LTL formula, and M’ is a sub-model of M, and
s €5, then

M, skE Ala] = M, s E Alq]
If an LTL formula ¢ is valid for a model M, then ¢ is also valid for any sub-model M’ of M.

Theorem 3.4.13 gives us a way to prove that a given ¢ is not LTL. If you can find a model M where ¢
holds, and a sub-model M’ where ¢ does not hold, then ¢ is not an LTL formula.

Example 3.4.14: Consider the M and M’ shown in Figure 3.7.
M =P
o)
Figure 3.7: Model M and sub-model M’

The formula ¢ = AG EF p holds for M. At any point, there is a future state where p is true.

AGEF p does not hold for M’ (p is never true). Because ¢ does not hold for M’, ¢ is not an LTL
formula.
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3.5 Lecture — 4/2/2007

3.5.1 CTL vs CTL*

There are two differences between CTL and CTL*:

1. CTL does not allow the boolean combination of path formulas. For example, you can’t say
E[(pUq) A (pR7)].

2. CTL does not allow one path operator to be applied to another path operator. For example, you
can’t say GF p.

Difference (1) can be gotten around. Boolean combinations of path formulas can usually be expressed
using CTL equivalences.

Example 3.5.1: Using equivalences to achieve the effect of boolean combinations of path formulas in
CTL.

E[FpVFq =EFpVEFq
E[Fp AFq] = E[F(p AEF q)] V E[F(¢q A EF p)]
AFpVFq| = AF(pV q)

A[GpVv Ggq] =

Difference (2) we'’re stuck with. There’s no way to work around it in CTL.

3.5.2 Past Connectives

The path operators we’ve seen refer to future states. We could consider augmenting them with operators
that refer to path states. For example

Y Yesterday Past version of X
S Since Past version of U
O Once Past version of X
H Historically Past version of G

Example 3.5.2 (Past Connectives):
G(p — Op)

Globally, if ¢ is true then p is true now, or p was true at some point in the past. This is equivalent to
the formulas

-pWgq
~(=qU(p A —q))

Past operators do not add any expressive power to LTL. LTL considers single paths. Past operators
allow us to travel backward along that path, but only to points reachable by traveling forward from the
start state.

Past operators do add expressive power to CTL. CTL gives us no way to say things about states that
are not forward reachable.
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3.5.3 Model Checking

The general question for temporal logic checking is as follows: does the initial state of a transition system
satisfy the given LTL or CTL formula? Or, does M, sg F ¢ for the starting state sq.

Usually it’s easier to find a list of states that satisfy ¢. If the starting state satisfies ¢, then M, s E ¢
holds. In other words, find states

{s€e S| M,sE ¢}

3.5.4 CTL Labeling Algorithms

We first rewrite ¢ as follows:

e Use only the propositional connectives L, A, and —.
e Use only the CTL connectives AF, EU, EX. Limiting ourselves to a single adequate set of CTL
connectives simplifies the algorithm.

Next, we label each model state with all sub-formulas that are satisfied at that state. This is an iterative
process.

e |. No state is labeled with L
e p. Label s with p if p € L(s).
1 Ao If s is labeled with both 7 and 15, then label s with ¥ A .
AF .
— If any state s is labeled with ¢, then label s with AF .
— Repeat until no change: Label any state s’ with AF 4 if all successors of s’ are labeled with
AF .
E[y1 U]

— If any state s is labeled with 1), label s with E[t; U )g].
— Repeat until no change: label s' with E[¢)y Uty] if s" is labeled with ¢; and at least one
successor of s’ is labeled with E[t; Us].

EX1. Label s with EX 4 if at least one successor of s is labeled with .

3.5.5 CTL Satisfiability Algorithm

Below, ¢ is assumed to be a well-formed CTL formula.

procedure SAT(¢)

if ¢ is T then
return S > S = all states

else if ¢ is L then
return

else if ¢ is atomic then
return {s € S | ¢ € L(s)}

else if ¢ is —¢; then
return S — SAT(¢1)

else if ¢ is ¢1 A ¢2 then
return SAT(¢1) N SAT(¢2)

else if ¢ is ¢1 V ¢2 then
return SAT(¢1) U SAT(¢2)
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else if ¢ is ¢; — ¢ then
return SAT(—¢1 V ¢)

else if ¢ is AX ¢; then
return SAT(=EX —¢1)

else if ¢ is EX ¢; then
return SATgy (1)

else if ¢ is A[p; U 2] then
return SAT(=(E[-¢2 U(=¢1 A ~¢2)] V EG ~¢2))

else if ¢ is E[¢; U ¢»] then
return SATgy(¢1, P2)

else if ¢ is EF ¢; then
return SAT(E[T U ¢4])

else if ¢ is EG ¢; then
return SAT(— AF —¢;)

else if ¢ is AF ¢; then
return SAT e (1)

else if ¢ is AG ¢; then
return SAT(=EF —¢;)

end if

end procedure

The function SATgx, SATgy, SAT,r are helpers. These are detailed later.
The helpers rely on these two auxiliary functions:

pre5(Y) = {s € S | exists s’,(s — s’ and s’ € Y)} (3.5.1)
pre(Y)={s € S | forall &, (s — s implies s’ € Y)} (3.5.2)

Both (3.5.1) and (3.5.2) compute pre-images of states.
pre; returns a set of states that can make a transition into Y.
prey returns a set of states that only make transitions into Y.

In an ideal world, we’d want SAT to have a running time that is proportional to (a) the size of the formula
and (b) the size of the model. In other words, ©(|¢| - (|V| + |E|))

Procedure SAT,¢

The function SAT,r works as described in Section 3.5.4 on Page 82.

procedure SATr(¢)
X=5 > S is the set of all model states
Y = SAT(¢)
repeat
X=Y
Y =Y Uprey(Y)
until X =Y > Until no change
return Y
end procedure

The disadvantage with SAT,r is its running time: proportional to ©(V - (V 4+ E)). Later, we’ll look at a
better algorithm.



84 CS 720 Class Notes

Procedure SATgy

We'll look at two forms of SATgy. The first form is better for understanding how the algorithm works.
The second form is better for understanding the running time.

procedure SATgy (o, V) > First Form
W = SAT(¢)
X=S5
Y = SAT(v) > Start with states satisfying ¢
repeat
X=Y
Y=Y U((Wnpreg(Y)) > Restrict to states satisfying ¢
until X =Y
return Y
end procedure

Now, the second form of SATgy:

procedure SATgy (¢, ¥) > Second Form

W = SAT(¢)
Y = SAT(¢)
T=Y
while 7' # () do

chose s €T

T=T-{s}

for all ¢ such that t — s do

if t¢Y and t € W then

Y =Y u{t}
T=TU{t}
end if
end for
end while

return Y
end procedure

Some Points to note on the second form of SATgy
1. If an element is in 7', then that element is already in Y.

If an element is added to T', then that element is also added to Y.

2.

3. No element is ever removed from Y.
4. If ¢ goes into Y, then M, F E[¢ U]
5. If M,tE E[¢ U], then ¢ goes into Y.

The running time of of SATgy is proportional to ©(V + E). Each transition system is edge is examined
at most once.
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Procedure SATgg

The procedure to determine satisfaction of EX ¢ is pretty straightforward:

procedure SATgx ()

X = SAT(¢)
Y = pre3(X)
return Y

end procedure

3.5.6 A more efficient way to handle EG v

There is a more efficient algorithm to handle EG .
e Label all states with EG 1.
e If any state is not labeled with 1, then delete EG .

e Repeat until no change: delete EG ¢ from s if no successor of s is labeled with EG .

This algorithm is given a more thorough treatment on page 86.
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3.6 Lecture —4/4/2007

3.6.1 CTL Model Checking

We've looked at three helper functions for checking CTL models. These functions, and their running
times are

o SAT.s— O(|¢| - V|- (V] + |E|))
e SATey— O(|¢| - (|V] + |E]))
o SATer— O(|¢| - (|V] + |E]))

These © values are slightly misleading. We’re talking about transition systems; every node must have at
least one outgoing edge. Therefore, the number of edges will be > the number of nodes. |E| dominates
|[V| in the complexity values above.

3.6.2 SATg;: A Better Version of SAT,

The equivalence EG ¢ = = AF —¢ allows us to write a more efficient SAT,r, one whose running time is a
linear function of the model size.

We'll call this function SATgg.

Definition 3.6.1 (Strongly Connected Component): A strongly connected component (SCC) in a di-
rected graph is a maximal subset such that each vertex is connected to each other component vertex by
a path.

Example 3.6.2: Figure 3.8 shows a directed graph with two strongly connected components. One
component consists of vertices {a, b, c}. The second component consists of the vertex {d}.

; 9

Figure 3.8: Two Strongly Connected Components

A single vertex is always strongly connected (it has a path of length zero to itself).

Definition 3.6.3 (Non-Trivial SCC): A Strongly connected component is non-trivial if (a) it contains
more than one node or (b) it contains one node with a loop to itself (like d in Figure 3.8).

Let M’ be obtained by M by deleting states where ¢ is false. M’ may not be a transition system, but
it will still be a directed graph.

Claim 3.6.4: M,skF EG ¢ IFF

1. s € .5’. ¢ must be true in state s.
2. There is a path in M’ from s to a non-trivial strongly connected component of M’.

PrROOF: Case 1 (if):

e Let m be a path starting at s, with ¢ true everywhere on 7.
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7 is a path of M’ because M’ consists only of states where ¢ is true.

Let us divide 7 into two paths: g (a finite path) and 7; (an infinite path). In 7 every state will
occur infinitely often.

e Every state in 7 is connected to every other state in 7.
e - states in m; are contained in a strongly connected component of M’.
Case 2 (only if):

e Suppose s € S’, and suppose that there is a path in M’ from s to a strongly connected component

of M’
e This gives an infinite path from s with ¢ true everywhere along that path.

O

There is a linear-time algorithm to compute strongly connected components. The algorithm is due to
Tarjen; the CLR algorithms book should have it.

procedure SATgg(¢)
W = SAT(¢)
Y ={c| cis an SCC of W}
T=Y
while T # 0 do
chose s € T
T=T-{s}
for all ¢ such that ¢ — s do
if t¢Y and ¢ € W then

Y =Y u{t}
T=TU{t}
end if
end for
end while

return Y
end procedure

Because SATg is a linear-time algorithm, the entire SAT procedure has running time linear in the size of
the model.

3.6.3 The State Explosion Problem

SAT is linear in the size of the model. Unfortunately, the size of the model can grow at a non-linear rate
with respect to the formula. For example, adding one variable could double the number of model states.
Although the algorithm is linear, the size of the problem is not.

To effectively deal with large models, we’d really like more than just a linear-time algorithm.

There are techniques that address the state explosion problem. One of these is called an OBDD, or
ordered binary decision tree. An OBDD is a data structure. We’ll look at them later in the semester.

3.6.4 CTL Model Checking With Fairness

Consider a fragment from our mutual exclusion problem:
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(g —

Figure 3.9: A Fragment of the Mutual Exclusion Problem

Figure 3.9 shows two states: (a) process 1 in a critical section; process 2 waiting to enter a critical section
and (b) process one outside the critical section, process two in the critical section.

Our model assumes that all state transitions happen in a single clock tick. But what if process 1 needed
to stay in its critical section for longer than one tick? We’d have to add another edge, like the one in

Figure 3.10
(o (s

Figure 3.10: Allowing process 1 to stay in its critical section

The new edge in Figure 3.10 creates a problem: process one may stay in its critical section indefinitely,
violating liveness. Process two has asked to enter its critical section — when will it be able to do so?

We can augment CTL with fairness constraints. The model checker must consider only those paths
which satisfy fairness constraints infinitely often.

Example 3.6.5: Fairness constraints for mutual exclusion:

GF - Process 1 must leave its critical section infinitely often

GF —cy Likewise for process 2

Definition 3.6.6 (Fairness): Let C = {¢1,...,%,} be a set of fairness constraints. (They’ll actually
be CTL formulas). A path m = s; — so — ... is fair with respect to C if, for all ¢ there are infinitely
many j such that

M,Sj ': 1%

Every fairness constraint must occur infinitely often.

We can augment the CTL quantifiers:

Ac Every path is fair
Ec There exists a fair path

Ac and E¢ are like A and E, but they’re restricted to fair paths.

Some equivalences for fair quantifiers:

Ecl¢pUy] =E[p U ANEcGT)]
EcX ¢ = EX(¢ AEcG T)

Claim 3.6.7: A computation path is fair IFF any suffix of the path is fair.

Given these equivalences, we need only supply an algorithm for EcG.
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Algorithm for EcG

The algorithm for E¢G is similar to SATg.

e Restrict the graph to states satisfying ¢. Call this M’. Of M’, we want to know which states
comprise fair paths.

e Find the maximal strongly connected components of M’.

e Remove an SCC if, for some fairness constraint v; the SCC does not contain a state satisfying ;.
The resulting SCCs are the fair SCCs.

e Use backwards breadth-first search to find the states of M’ that can reach a fair SCC.

Definition 3.6.8 (Fair SCC): A strongly connected component of M’ is fair if for all 1 < i < n, the
SCC contains a state in SAT(¢);). (Where each 1); is a fairness constraint, expressed as a CTL formula).

The running time of our EcG algorithm is ©(|C| - (V| + | E|)).

3.6.5 Fairness Constraints in LTL

Fairness constraints require no special handling in LTL. We express the constraints as LTL formulas and
insist that they occur infinitely often. Like this:

(GF1 AGFYa A...AGF,) — ¢ (3.6.1)

Translation: if the fairness constraints 1; are met, then ¢ has to be true.

3.6.6 LTL Model Checking

There are algorithms for model checking LTL formulas, but they tend to be more complicated than
CTL. LTL model checkers tend to be based on (a) tableaux or (b) Biichi automata.

Biichi automata are specialized automata, able to handle strings of infinite length. Why the issue of
infinite-length strings? A path through a model can be infinitely long. In the context of an automata,
when can you accept a string of infinite length?
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3.7 Lecture —4/9/2007

3.7.1 LTL Model Checking

It’s sufficient to give an algorithm that checks whether M, s F E ¢.

Note that M, s F A ¢ IFF M, s ¥ E—¢. (According to H&R, given ¢, we’ll check M, s E E —¢. If ¢ holds
for all paths, —¢ won’t hold for any. But, if =¢ holds for some path, then we’ll have a counterexample).

We’ll assume that ¢ uses only the following connectives T, =, V, X, and U.

Definition 3.7.1 (Closure): The closure of ¢, written C(¢) is the set of all positive sub-formulas of ¢
and their negations.

Example 3.7.2: Given ¢ =pUqV —pUr
ClpUqVv-pUr)={p,¢,r,pUq,~pUr,—p,~q,~r,~(pUgq),~(-pUr)}

Definition 3.7.3 (automaton): We define an automaton A, as an automaton for ¢ (really a directed
graph). Ay accepts traces of propositional atoms such that ¢ is true along the path of the trace.

Ay = (T,0)

where § is a transition relation and 7' is the set of all (consistent) subsets g of C(¢).

Formulas in T" must be locally consistent.
e For all positive sub-formulas ¢ € C(¢), either ¢ € ¢ or =) € ¢, but not both.
e For all 1 Vg € C(9), 101 V1ba € ¢ IFF 1)1 € q or 15 € q.
e For all 1)1 Uy € C(@), 11 Uthy € ¢ IFF 9py € g or ¢y € q.

e For all (101 Uea) € C(9), if =(1p1 Uhg) € g, then “—py € ¢”. More precisely, if 15 is positive,
then —)y € q.

On the other hand, if 1y = =4, then ¥} € q.
We'll also need a transition function, 6, where (q,q’) € 4.
o If X1) € q, then ¢ € ¢'.
o if =X € ¢, then ) € ¢’. (This assumes that 1) is positive).
o If ~X ) € g then ¢ € ¢'.
o If ¢y Uthg € ¢ and ¢ ¢ g, then ¢y Uty € ¢'.
Note that this has the effect of “pushing” ¥, U1y along the path.
e Suppose —(y1 Utbg) € ¢ and 91 € q. Then —(¢p1 Uhs) € ¢'.

These rules describe the transition system Ay = (7, d). This is an abstract system. It doesn’t describe
any particular model M.

Our next step is to attach a model to the abstract automata, forming M x Ag.
M % A¢ = (U, 5/)
where

U=1{(s,q) € SxT| for all atoms p € C(¢),p € q IFF p € L(s)}
o' ={(s,9),(s",¢) | s > s € Mand ¢ — ¢’ € 6}
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Given M x Ay, is ¢ true from a given state s?

Definition 3.7.4 (Eventuality Sequence): An eventuality sequence is a path (so, o), (s1,¢1) € M x Ay
such that if 1; U, € g; for some 4, then v, € ¢; for some j > <.

(It seems like an eventuality sequence is a path, where ‘until’ holds along that path).

Theorem 3.7.5: M, s E E ¢ IFF there is an eventuality sequence in M x Ay starting with (s, ¢) where
¢ €p.

The proof of theorem 3.7.5 is pretty long. We’ll take it in pieces.
Claim 3.7.6: For all ¢ € C(¢) and for all i > 0, 7° F ¢ IFF ¢ € ¢;.

PRrROOF: The proof is by induction on . There are five cases to consider.
1. If ¢ = p (an atom), then 7’ F p IFF p € L(s;). This happens IFF p € ¢;.
2. 1 = —); (Left as an exercise for the reader).
3. ¢ =1 Vs (left as an exercise for the reader).
4. ¢ = X1)1. (assume 11 positive)
Suppose 7 satisfies 1. Then 7'+ E 1.
7+l =4 IFF 9y € g1 and IFF 4 € ¢;.
If X1 € qi, then ¥y € git1.
If X1 ¢ qi, then =Xy € ¢; and 91 € ;41 and V1 & gip1.
5. ¥ = 91 Uthy. (assume 1) positive). There are two cases to consider.
(a) Suppose ¢ = ). Then there is a j > i such that 7/ F ¢y and for all 1 <i < j, 7 F 1)y.
By the inductive hypothesis, if 77 F 99, then 1y € gj,and for all 1 <7 < j, m € g;.
Let us choose a minimal j. For i < j, we have =2 (because j was chosen to be minimal).

1 Uy € g4, because 12 € g;. (If this were not the case, we’d have —(i1 Uts) € g;, and
—py € q; — a contradiction).

Suppose (11 Uthg) € ¢; and ¢y € ¢;. By the transition system rules, we’d have —(1)1 U1)g) €
¢i+1 and 9; € gi11. This would mean that —(11 U1)e) € g; — another contradiction.

S (W1 Ud) € gs.
(b) Suppose 1) = 11 Upy € g;. We must show that 7t F 1.
By definition of eventuality sequence, there exists a j < 4 such that 1, € g;.
Take j to be minimal. We show by induction on k that for 1 <1i < k < j, that ¥ Uty € qp.
The Basis case is given: ¥ Us € g;.

Inductive Case: Suppose i < k < j, and 11 Uty € gx. By our definition of j (minimal),
Y2 & qk. So, ~b2 € qx, and Y1 U € gy1.

For i < k < j, we have ¢, Uty € ¢. But we also know that 15 ¢ ¢i (j was chosen to be
minimal). So 91 € ¢x.

By the inductive hypothesis, for 1 < k < j, 7¥ E 1)y and 77 F 1), so 7t = ¢ Uthy = ).
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See Section 3.9.2 (page 94) for the second half of the proof.
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3.8 H&R Notes on LTL Model Checking — 4/11/2007

3.8.1 States of A,

The states of A, (denoted as ¢ are the mazimal subsets of C(¢) that satisfy the following conditions:
e For all (non-negated) ¢ € C(¢), either 1) € ¢ or =) € ¢, but not both.
e 1 V 1y € q holds IFF 1 € q or 13 € ¢ whenever 1 V 1y € C(9).
e Conditions for other boolean combinations are similar.
o If 1y Uty € g, then 93 € g or 91 € q.
o If =(¢p1 Uhy) € ¢, then —py € gq.

Intuitively, these conditions imply that the state of A, are capable of saying which sub-formulas of ¢
are true.

The initial states of Ay are those states containing ¢.

3.8.2 Transitions of A¢

d is the transition relation of Ag. Two states (q,q’) € 6 IFF all of the following conditions hold:
e If X9 €q,theny € ¢
o If =X € q, then —¢ € q’

o If vy Uty € g and o ¢ ¢, then ¢; Uts € ¢’. (Note: this has the effect of “pushing” the until
along the path).

o If =(1p1 Uthy) € g and 1 € g, then —(11 Uthe) € ¢’. (Again, pushing the until).
These rules are based on the recursion laws:

Y1 Uty = o V (1 AX(¢h1 Utpy)) (3.8.1)
(1 Utha) = =ah A (—th1 V X =(h1 Ueh)) (3.8.2)
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3.9 Lecture —4/11/2007

3.9.1 LTL Model Checking

Last class, we began to look at proofs for LTL model checking (See theorem 3.7.5, page 91). We were
trying to prove

M, s F E ¢ IFF there is an eventuality sequence in M x Ay that starts from some (s, g) with
peq

Last class we showed that there is an eventuality sequence if M, s F E¢. In this class, we’ll prove the
opposite direction.

States in A, are consistent sets of sub-formulas of ¢ (and negations of sub-formulas of ¢).

When forming M x Ay, we must maintain a consistent structure. If p € g for an atomic formula p and
q € Ay, then p must be in L(s) for the corresponding state s in M.

Recall that an eventuality sequence is a path in M x Ay that must eventually reach a condition. Given
11 Ubg, 1o must eventually become true.

If ¢ has no U connectives, then every sequence will be an eventuality sequence.

3.9.2 Proof of Theorem 3.7.5, Continued

Here, we show that M, s F E ¢ if there is an eventuality sequence.

PROOF: Suppose that M, s F E ¢.
o If M, skF E ¢, then there is a path m = sq, s1,... in M with 7 E ¢. Let

g ={Y €C(e) | m' Fy}

g; is the set of sub-formulas that are true starting at state 7.

Is ¢; € T? (T is the transition system states for Ag).

— if ¢y Ut)e € g;, then b1 € ¢; or 92 € ¢;.

— If 7 E 9y Uy, then (1) 7! E )y or (2) 7t F 1ho.

— Therefore, 11 € q; or ¥y € g;.

— Checking the other requirements of 7" is done in a similar manner.
Is (84,¢:) € M x Ay?

— p€q; IFF p € L(s;) (For an atomic variable p).

— p€q IFF ' E p, IFF p € L(s;).

— This covers states, next we handle transitions.
Is (si,qi) € M x Ag?
— ¢ € qo such that 7° = 7 ¢. (Where qo € C(¢)).

This covers the starting state.

Is ((s4,4), (Sit1,qit1)) €0'7

— The transition s; — s;41 comes from M.
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— If X9 € ¢q; then ¥ € g;41.
Because X1 € g;, we also have 7! & X ). Therefore, 7¢I ).
— If 1 Uth € ¢; and 1y ¢ g;, then (1 Uthy) € giya.

This is the “pass the buck” part of ¢’s definition. Because we’re dealing with an eventuality
sequence, if 15 is not true now, we know that 1y will be true sometime later in the future.

We have 7% = ¢, Ua)y , and 7% E 5.
This implies that ¢ Uy € g;11 and 78+ 4hy Uhs.
e Why do we have an eventuality sequence?
— ((%0,40),(81,41), .- .) is an eventuality sequence.
— Suppose 11 Uty € ¢;. Then 7t = 2y Uhs.
This implies that there is a j > i such that 77 E 1, which implies that iy € q;-

3.9.3 An Algorithm For LTL Model Checking

The algorithm is based on Theorem 3.7.5.
M, s E ¢ IFF there is an eventuality sequence in M x Ay starting from (s, q) with ¢ € g¢.
The algorithm looks a lot like SATgq
1. Find all strongly connected components of M x Ag.

2. Retain those strongly connected components that satisfy the eventuality sequence. (This is similar
to EcG, where we kept only paths that satisfied fairness constraints).

If the strongly connected components contains 11 U 1o, then that strongly connected component
must contain 1o in order to satisfy the eventuality sequence.

Definition 3.9.1 (Self-fulfilling SCC): A non-trivial strongly connected component C of M x Ay is
self-fulfilling if, for every (s, q) € C with ¢ U, € g, there is an (s',¢') € C with ¢, € ¢'.

Theorem 3.9.2: There is an eventuality sequence starting at (s, ¢) in M x A, IFF there is a path from
(s,q) to a self-fulfilling strongly connected component of M x A,.

PROOF: Suppose there is an eventuality sequence 7 starting at (s, q).
e Along m, some states occur finitely often; some states occur infinitely often.

e 7 can be written m = mym, where my contains only those states that occur finitely often and m
contains only those states that occur infinitely often. (Each m; can have multiple states).

In 7y, every state occurs infinitely often.
e Let C’ be the set of states (s, ¢) that occur infinitely often in 7.

e Every state in C” is reachable from every other state (because all states in C’ occur infinitely
often).

e (' is strongly connected. Furthermore, C’ is contained in some strongly connected component C

of M x Ag.

C'"CCCMxA, (3.9.1)
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e 7 is a path from (s, q) to C. (mg gets us into the strongly connected component C).

If ¢y Uty € C’, then by the definition of eventuality sequence, 9 € C".

If (s,q) € C" and ¥ Ug € g;, then by the definition of eventuality sequence and construction of
C’, there is an (s',¢') € C’" with ¥ € ¢'. (Because C’ C O).

If (s,q) € C — C’ and ¢; Uy € g, then there is a path ma € C from (s, q) to C”.

— Case 1: 19 occurs on mo. Then 7y € C.
— Case 2: 1) does not occur on 73 Then ¥ Us € C’ and 15 € C’. Therefore 15 € C.

It’s possible to have —i); € C’ — the transition relation simply won’t let us go there. (—t; would
make 1 U1y false).

Suppose there is a path in M x Ay from (s, q) to a self-fulfilling strongly connected component C'.

e Let mg be the path from (s, q) to C. Let 71 be a finite path in C' that includes all nodes of C, and
let w1 start and end in the same place.

e The path is momy7y .... (This is our earlier definition of @ = w7y, where elements in 7; occur
infinitely often).

o If 1 Uty € my, then 1o € m because C' is a self fulfilling strongly connected component.

o If 1 Uty € mp, then (1) ¢1 Ua)s is true in mg or (2) ¥1 Ubs is true in 7. In either case, we have
19 true in my.

O

3.9.4 LTL Model Checking Pseudocode

This is the pseudocode for the LTL model-checking algorithm. The input ¢ is an LTL formula.

procedure SATg(¢)
Y = U{c| ¢ is a self-fulfilling SCC of M x Ay}
T=Y
while T # () do
choose an s € T
T=T-{s}
for all ¢ such that t — s do
if t ¢Y then
T=TU({t}
Y =Y u{t}
end if
end for
end while
return {s | (s,q) €Y and ¢ € ¢}
end procedure

Running time of SATg

o M x Ay grows exponentially with the size of the formula. The size is based on |V - 2191

e We have an algorithm to find strongly connected components it linear time (proportional to M x
Ag). The algorithm is linear — the size of the problem is exponential.
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e SAT is practical for small models. In reality, we’ll model check small formulas — small enough for
a human to understand.

The state explosion problem is more a function of the size of M. Adding one variable can double
the number of model state.

e . in practical situations, |V| has a more significant size contribution than ¢.
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3.10 Lecture - 4/18/2007

3.10.1 CTL Model Checking and Fixed Points

Given a model M = (S, —, L) and a formula ¢, we are interested in finding SAT(&).

We’re going to introduce a new notation:

SAT(¢) = [¢] (3.10.1)

The notation [¢] comes from the field of denotational semantics. Here, [¢] denotes the set of states that
satisfy ¢.

We'd like to rewrite SATgg is a more straightforward (albeit less efficient) way.

The goal of SATg is to find paths where ¢ is true globally. We can do this by (1) finding states where
SAT(¢) holds, and (2) finding predecessors to these states where SAT(¢) holds.

Our algorithm:

procedure SATg(¢)
Y = SAT(¢)
X=0
while X #Y do
X=Y
Y =Y npreg(Y)
end while
return Y
end procedure

The function pres was defined on page 83 (equation (3.5.1)).
To analyze this algorithm, let’s review a few equivalences:

AF¢=¢VAXAF ¢

E[pUy] =9 Vv (¢ NEXE[pU))
EG = ¢ AEXEG ¢

Some more equivalences, using our new set notation

[AX ¢] = prey([¢]) all predecessors to states that satisfy ¢
[EX ¢] = pres([#]) some predecessor to states that satisfy ¢
[AF ¢] = [¢] U prey([AF ¢])

[E[l¢ U] = [¥] U ([¢] N pres([E[p Ul))
[EG ¢] = [¢] N pres([EG ¢])

These are very similar to equivalences we’ve seen before. The difference is that we’re using set notation
instead of logic formulas.

Let us define a function
F:P(S)— P(S) (3.10.2)

Definition 3.10.1 (Fixed Point): We way that X is a fized point if F(X) = X.
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Example 3.10.2: Suppose we define F as
F(X) = [¢] Uprey(X)

Notice the similarity to our definition of [AF ¢]. Indeed, we can substitute

F(IAF ¢]) = [4] U pre, ([AF 9])
= [AFg]

Thus, [AF ¢] is a fixed point of F. O

Definition 3.10.3 (Monotone): We say that F': P(S) — P(S) is monotone when the following condition
holds

X CY implies F(X) C F(Y) (3.10.3)

For all subsets X and Y of S.

Using our earlier definition: F(X) = [¢] U prey(X),
o If X C Y, then pre,(X) C prey(Y)

So, [¢] U prey(X) C [¢] U prey(Y).

So, F(X) C F(Y)

e . F is monotone.
Theorem 3.10.4: All monotone functions have fixed points.
Example 3.10.5: Let S = {s¢,s1} and let F(X) = X U {so}

F(0) = {so}
F({so}) = {so}
F({s1}) = {s0,s1}
F({s0,s1}) = {s0,s1}

F is a monotone function. F' also has a least fixed point and a greatest fixed point.

Example 3.10.6: Let G(X) be

sy ifx# {s1}
G(X)_{{so} if x = {s1}

We can show that G is not monotone:

@ Q {81}
G(0) = {s1}
G({s1}) = {s0} Not monotone: G(0) € G({s1})

G has no fixed points.

If F: P(S) — P(S) is monotone, then F' has both least and greatest fixed points (the least and greatest
fixed points may be the same).

Notation:

F"(X)=F(F(...(F(X))...) F applied to X n times (3.10.4)
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Theorem 3.10.7 (H&R Theorem 3.24): Let S be a set with n + 1 elements: S = {sq, $1,...,8,}. If
F: P(S) — P(S) is a monotone function, then F"T1() is the least fixed point of F, and F"*1(S) is
the greatest fixed point of F.

Through n + 1 applications of F', we have the following relation:
0 C F(0) C F*(0) C...C F"(0) C F"T()) (3.10.5)
Because the number of elements in S is finite, we will eventually reach a point where F*()) C Fi*+1(().

Since |S| = n + 1, there is a k < n + 1 with F*(0) = F**1(0) = F(F*(®)). This is a fixed point. But
why is it a least fixed point?

Suppose F'(X) = X is any fixed point. We have

=

N 1NN
ERR
=
I

by monotonicity

!
—
=
~— N

X
(X)=X

R
o)

")) C F(X) =X
Therefore F(() is a least fixed point.
The proof for greatest fixed point is similar (but the ‘direction’ is reversed).
Claim 3.10.8: [EG ¢] is the greatest fixed point of F.
PRrROOF: Let X be any fixed point of F. We must show that X C [EG ¢].
Suppose s € X, and X € F(X), and F(X) = [¢] N preg(X).
¢ is true at s and there is an s’ with s — s’ and s’ € X.

Therefore ¢ is true at ', and there is an s’ € X with s’ — s”.

This gives us a path starting with s, where ¢ is true in every state along that path. Therefore s €

[EG ¢]. O
Claim 3.10.9: The algorithm SATgq (page 98) computes a greatest fixed point.
Let X = S5. We have

Y = SnNpreg(S) =SAT(¢) =Y
Claim 3.10.10: If we replace Y =Y N pre5(Y) with

Y = SAT(¢) Npreg(Y)
in SATgq, then we will get the same result.
PrROOF: Let Y; be Y after 7 iterations.

Yo = SAT(9)

Yiy1 = YiNpreg(Y:)

For i >0, Y, 11 = SAT(¢) N preg(Y;).

Basis:
For i =0,Y =Yy = SAT(¢).
Fori=1,Y =Y =Y Npreg(Yp).
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Suppose this holds for i iterations.
Yire =Yir1 Npreg(Yi1)
= SAT(¢) N preg(Y; Npres(Yii1)
= SAT(¢) N preg(Yis1)

Yit1 CY;
O
The subset relation for greatest fixed points:
F(S) D F*(S)D2 F3(S) D ... 2 F""(9) (3.10.6)

3.10.2 E[p U] as a Fixed Point Computation

We have the equivalence

[Ele Uyl = [¢] U (6] N pres([E[¢ U4]]))
So,

F(X) = SAT(¥) U ([#] N pres(X))

[E[¢ U] is a fixed point of F, but it is a least fixed point.
Let X be a fixed point of F. We want to determine the meaning of E[¢ U¢] C X.

X = F(X) = [¢] U ([¢] npres(X))

Suppose that s € [E[¢ U9]]. Then there is a path where 1 is true and ¢ is true up until that point.
(We start by computing F(}) = SAT(¢) ?)

3.10.3 For Next Class

We'll start chapter 6 next. Read over the first few pages.

3.11 Nice Presentation on CTL/LTL

I came across this one day
http://www-ti.informatik.uni-tuebingen.de/ weissr/doc/FDLO4-final.pdf
It’s a nice presentation on CTL/LTL.



Part 4

Binary Decision Diagrams

This material is covered in Chapter 6 of HESR

4.1 Lecture — 4/23/2007

4.1.1 Introduction To Binary Decision Diagrams

Binary Decision Diagrams (BDDs) are data structures that allowed model checking to go from theoretical
concepts to working implementations. BDDs don’t solve the state explosion problem completely, but
they do make its effects less pronounced.

BDDs can be thought of as representing sets of states in a transition system. They can also be used to

represent truth functions over a set of variables V.

Definition 4.1.1 (Truth Formula): Let V be a set of variables. A truth function over V is a function
f:(V—4{0,1}) —{0,1} (4.1.1)

(V. — {0,1}) represents the assignment of truth values to variables. f is the valuation of the truth
function under that variable assignment.

Operators in truth functions are similar to those of propositional logic.

o u-v. True if u =v =1 (like A)

o u+wv. Trueif u=1orv=1 (like V)

e u®v. True if 4 and v have different values (XOR).

e 0 =1 and 1 = 0. This is negation. (Above, v represents a tree node).

Definition 4.1.2 (Binary Decision Tree (BDT)): A binary decision tree (BDT) over the set of variables
V' is a finite tree T such that

1. each leaf is labeled with 0 or 1,
2. each interior node is labeled with a variable var(v) € V, and
3. each interior node has exactly two children: lo(v) and hi(v).

Figures 4.1 and 4.2 show two examples of Binary Decision Trees. The lo edges are represented by dashed
lines while the hi edges are represented by solid lines.

102
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X
// \
/y /y
NN

0 1 0 1

Figure 4.1: Binary Decision Tree Example 1

X
p \

0 1

Figure 4.2: Binary Decision Tree Example 2

To evaluate Figure 4.1 with the assignment {x = 0,y = 1} we start with z, take the lo edge to the left
y, then take the hi edge to the leaf 1.

If we evaluate Figure 4.2 with the same assignment, we take the lo edge from z at the root, the lo edge
from z beneath the root, and the hi edge to the leaf 1.

Figure 4.2 shows a Binary Decision Tree with unreachable nodes. For example, the  below the root is
only reached if = 0; there is no way to reach the 0 that is hi(z).

4.1.2 Evaluating Binary Decision Trees (More Formally)

Given a BDT over V, each node v of T determines a truth function f, over V.
o If v is a leaf labelled b (for b € {0,1}), then f,(7) =b.
e If v is not a leaf then

) = fio(y(T) if T(var(v))
Fo) {fhi(v)(T) if 7(var(v))

0
1

4.1.3 Other Ways to Represent Truth Functions

We have several ways to represent truth functions (each with their advantages and disadvantages):

e Truth tables. (Conceptually simple, but they’re exponentially large)

e Formulas (with no restriction on form)

e DNF. Formulas in Disjunctive normal form have the form (pAgAr)V (gAr)V.... (A disjunction
of clauses, where each clause is a conjunction of literals).

e CNF

e BDTs

e BDDs

Constructed naively, a BDT can be as large as a truth table, but there are techniques for reducing their
size (we’ll reduce them, forming BDDs).

Table 4.1 compares several methods of representing truth formulas. A few notes on Table 4.1:

(1) Only one clause needs to be satisfiable in order for a DNF formula to be satisfiable. A single clause
is satisfiable if it does not have the form p A —p.
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compact satisifiability | validity (2) | equivalence | - + -
Truth Table || no never never never never never | never
Formula often hard hard hard easy easy | easy
DNF sometimes | easy (1) hard hard hard (3) | easy | hard (3)
CNF sometimes | hard easy hard? easy hard | hard
BDD often (4) easy easy easy easy easy | easy
BDT sometimes

Table 4.1: Comparison of Formula Representations

(2) Note that validity can be reduced to equivalence. Is ¢ = T7
(3) Potentially, these operations could require a lot of distributivity.

(4) BDDs are often compact, but not always.

4.1.4 BDTs to BDDs

Binary Decision Diagrams are a generalization of Binary Decision Trees. The tree structure is relaxed —
binary decision diagrams are DAGs rather than trees.

For example, where a BDT gives each leaf explicitly, a BDD will have two “leaves”: {0,1}.

A BDT can be transformed into a BDD by applying the following optimizations:

(C1) Remove duplicate leaves. If there are two nodes labeled 0 (or 1), then combine them.

(C2) If lo(n) = hi(n) for an internal node n, then remove n (it doesn’t affect the evaluation). All edges
leading into n now go to lo(n).

(C3) If var(n) = var(m) for two nodes m, n; and lo(n) = lo(m); and hi(n) = hi(m), then combine m and
n. Remove m. All edges that led to m will now lead to n.

Acyclicity is essential for a BDD. The acyclicity is guarantees that any evaluation will reach a leaf — it
won’t get caught in a loop.

X Y

/
/ /
/ /
‘ /

y

.\<y 0 1
[

0 1

Figure 4.3: Two (Equivalent) Binary Decision Diagrams

Figure 4.3 shows two equivalent binary decision diagrams. The diagram on the left is a BDT after
applying optimization (C1). The right diagram combines the two y nodes (optimization C3), and
removes the ineffective x node (optimization C2).

Next, we’ll formalize BDDs a little more.
Definition 4.1.3 (Initial Node): An initial node of a DAG is a node with no inward edges.
Definition 4.1.4 (Terminal Node): An terminal node of a DAG is a node with no outward edges.

Definition 4.1.5 (Binary Decision Diagram): A binary decision diagram is a finite DAG where
1. The DAG has one initial node
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2. Each terminal node is labeled with b € {0,1}.
3. Each non-terminal node v is labeled with a variable var(v).
4. Each non-terminal node v has exactly two outgoing edges. One edge leads to lo(v), the other leads

to hi(v).

Definition 4.1.6 (Reduced BDD): A binary decision diagram is said to be reduced if none of the
optimizations C1, C2, C3 can be applied.

If T is a binary decision diagram over V, then each node v determines a truth function over V', f,,. This
is the same thing we saw with binary decision trees.

Figure 4.4: A reduced, but unsatisfiable, BDD

Figure 4.4 gives an example of a reduced BDD that is not satisfiable.

4.1.5 Some Operations on BDDs

Satisifiability of a BDD is computed from the bottom to the top. Is there a path from a 1 leaf to the
root such that variable assignment is consistent along that path?

Validity of a BDD is computed from the top down. Do all paths representing consistent assignments
bring us to a 1 leaf?

Let By and By be two binary decision diagrams.
e To compute By - By, we replace the 1 leaves of By with the initial node of B,.
e To compute B¢ + By, we replace the 0 leaves of By the initial node of B,.
e To compute By, we swap the leaves {0, 1}.

If By and B, are reduced BDDs, their combination By - By (or By + B,) may not be reduced. At the
very least, there will be duplicate terminal nodes.

It is possible for two different reduced BDDs to represent the same truth function.

Definition 4.1.7 (Ordered Binary Decision Diagram (OBDD)): Let « = {x1,...,2,} be an ordered
listing of the set of variables in V. A binary decision diagram 7T is an ordered binary decision diagram
if, for all non-terminal nodes v

1. var(v) < var(lo(v)) if lo(v) is not a terminal node, and
2. var(v) < var(hi(v)) if hi(v) is not a terminal node.

We say that two orderings x, o’ are compatible if no variables occur in one order in x, and occur in the
opposite order in z’.

Theorem 4.1.8: If T, T’ are two binary decision diagrams with compatible orderings x, x’ for the same
truth function f, then T'= T". In other words, T and T" are isomorphic.
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4.2 Lecture — 4/25/2007

4.2.1 Binary Decision Diagrams

In this section, we’ll frequently use the phrase “Reduced Ordered Binary Decision Diagram”. A reduced
OBDD is one that cannot be changed by performing optimizations C1-C3 (see page 104). Ordered refers
to definition 4.1.7.

Theorem 4.2.1: If By, By are reduced OBDDs that compute the same truth function, then By, Bs are
isomorphic.

Definition 4.2.2 (Isomorphic): By, By are isomorphic if there is a bijection from the nodes of B; to
the nodes of By such that:

1. If n is a terminal node of By, then h(n) is a terminal node of By and value(n) = value(h(n)).
(value(n) is a binary value in {0,1}).

2. If n is a non-terminal node, then h(n) is a non-terminal node and

var(n) = var(h(n))
l0(h(n)) = h(lo(n))
hi(h(n)) = h(hi(n))

Claim 4.2.3: For reduced OBDDs By and Bs, if By, By represent the same formula, then By, By have
identical structures.

When reducing an OBDD, the same structure will be produced regardless of what order the reductions
are applied. (order doesn’t matter).

In an OBDD, two different nodes represent two different (sub) formulas.

Theorem 4.2.4 (Validity Test for Reduced OBDDs): f is valid IFF the reduced OBDD for f is .

Theorem 4.2.5 (Satisfiability Test for Reduced OBDDs): f is satisfiable IFF the reduced OBDD for
f is not @

In a reduced OBDD, there are no unreachable paths. This is not necessarily the case for Unordered
BDDs.

Every BDD for a function can be ordered. Let f be a function. We can always write a truth table for
/. Because we can write a truth table for f, we can write a BDT for f (where the variables are ordered
in the same way that the truth table is ordered). Given an ordered BDT for f, we can reduce it to form
an OBDD.

4.2.2 Ordering Matters for an OBDD

In this section, we’ll consider how ordering can affect the size of an OBDD.

Let f be the function
f(l‘h RN xgn) = (1‘1 + $2) . (!Ed + {E4) et ({,L‘anl + :L'Qn) (421)

If we order the BDD as (z1,22,...,Tan_1, T2,) the reduced OBDD will have size 2n + 2.

If we order the BDD as (z1,23,...,%2,_1, %2, 24, .. ., T2,) then the reduced OBDD will have size 27!
(BIG!)
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This shows that picking the right order can result in a very compact representation, while picking the
wrong order can result in a very big representation (as big as the truth table).

Some boolean functions do not have any “small” OBDD, no matter what ordering is chosen.
Example 4.2.6: Let f be

flan, . ya0,bny ... 00) = (a@n -..ag)2 X (by...bo)2 (4.2.2)
Where the output is the two middle bits. f treats a and b as bit vectors, performing base-2 multiplication.

Any OBDD that represents this function has 2 - (1.09)™ nodes.

4.2.3 Algorithms for OBDDs
The Reduce Algorithm
Reduce takes an OBDD as input and applies optimizations C1-C3. The reduction is performed from
the bottom up, as follows.
We can think of the OBDD as having “layers”, where each layer represents a single variable.

1. At the terminal layer, combine all @ and nodes.

2. For ¢ =n...1, process the x; layer as follows:

(a) if lo(n) = hi(n), then remove n. All edges into n now go to lo(n).

(b) If n’ is an earlier x; node, and lo(n’) = lo(n) and hi(n') = hi(n), then remove n. Edges that
formerly went into n now lead into n’.

3. Otherwise, leave n alone.

The Apply algorithm

Let

e op be op: {0,1} x {0,1} — {0,1} (i.e. - a binary truth operator).
e Let By be a reduced OBDD for the function f
e Let By be a reduced OBDD for the function g.

The algorithm apply(op, By, B,) describes how to (recursively) build a reduced OBDD for (fopg). We
assume that apply calls reduce before returning its final result.

Let f be a truth function over the set of variables V. Let = be a variable such that =z € V, and let
b=1{0,1}.

Finally, let 7(x) represent the truth value of x.
We write
flb/)(7)

to mean f with the value of x restricted to b.

flb/x)(r) = f(rlz — b))

(e — Bl/y) = {g“’) e
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Example 4.2.7: Let f be

f=(ety) ot

fl0/z] =(0+y) -z + 0w replace x with 0
=y-z2+0
:y.z

Claim 4.2.8: Let B be an OBDD, and let v be a non-terminal node of B. Then

flo(v) = fu [O/VQI’(’U)]

Intuitively, [0/var(v)] forces use to take the “false” path for the variable in node v. Therefore it’s the
same as lo(v)

PROOF: Let x = var(v).
fo[0/](r) = fo(r[z — 0])
= fIO(v)(T[f — 0])
= flo(v)(T)

Because the OBDD is ordered, if = var(v), then 2 does not appear anywhere beneath v. Since B is
ordered, fio(,) cannot depend on x.

Let By and B, be OBDDs.
Let r; be the initial node of By.
Let r,4 be the initial node of B,.

Our goal is to construct a new OBDD that represents By op 4
There are four cases to consider:
1. If 7y and 7, are terminal nodes labeled b¢ and bg, then return bs op by.
In the remaining cases, at least one of r¢, 74 is a non-terminal.

2. Suppose ry and r, are non-terminal nodes such that var(ry) = var(ry) = « (they represent the
same variable). We create and return a new tree as follows:

(a) A new node whose variable is = acts as the root.
(b) Draw a dashed line to apply(op, lo(ry), lo(rg))

(c) Draw a solid line to apply(op, hi(ry), hi(ry))
(i.e. - apply is called recursively on each child)

3. ry is a non-terminal  node and ry is (1) a terminal node or (2) a non-terminal node y with z < y.
x is ordered before y.

Because By, By have compatible orderings, there are no x nodes in B,. This case is handled by
(a) Creating a new root node, and giving it the label x (x must come before y).
(b) Draw a dashed line to apply(op, lo(r), )
(c) Draw a solid line to apply(op, hi(rf),rg)
4. r, is a non-terminal x node and r; is (1) a terminal, or (2) a non-terminal y node with = < y.

This is handled symmetrically to case 3:
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(a) Creating a new root node, and giving it the label x
(b) Draw a dashed line to apply(op, 7y, lo(ry))
(c) Draw a solid line to apply(op, 7, hi(rg))

4.2.4 The Shannon Expansion

The Shannon expansion is named for Claude Shannon.

Let f be a truth function over V such that z € V. Shannon’s expansion is

f=%f0/a] +x- f[1/a] (4.2.3)
Here, z is a truth fact: f(r) = 7(x).
Also,

@ fl0/z] +a- f[1/2])(7) = 7(2) - f(r[z — O]) + 7(2) - f(r[z — 1))
The function apply is based on the Shannon expansion for f op g:

fopg =i (f[0/xi]opg[0/z:]) + i - (f[1/xi] op g[1/:]) (4.2.4)
Also,

(fopg)lb/x] = flb/x]op g[b/x]

(Fopa)lb/al(r) = (fopg)(rle — b])

f(rlz = b)) opg(r[z — b))

flb/x)(7) op g[b/z](7)
(f[b/x] op g[b/x])(T)
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4.3 Lecture — 4/30/2007

4.3.1 Some Notes Regarding hw3 and CTL*

Compare these two CTL formulas:
1. AF Gp means “on every path, somewhere on that path, p starts holding forever.
2. AF AGp means “In the future, p is globally true on every path”.

(2) is strictly stronger than (1). For (1), Gp on a single future path will satisfy it, but that’s not the
case for (2).

The key to interpreting CTL* correctly is making the distinction between states formulas and path
formulas. (See section 3.4.7, page 79).

Let’s discect AF G p:

AFGp A state formula
FGp A path formula

Gp A path formula
D A state formula (and by mututal recursion, also a path
formula).

CTL* formulas that begin with E or A are always state formulas, and must be evaluated with respect
to a particular state.

CTL* formulas that begin with F, G, X, etc (the LTL quantifiers) are always path formulas, and must
be evaluated with respect to a particular path.

Path formulas always pertain to a specific path, unless explicitly quantified with A or E.

In AF G p, we really have A applied to F G p. Not AF applied to G p.

Operations on OBDDs

4.3.2 The apply operation
Last class, we looked at the operation

apply(op, By, By)

This operation applies the operation op to the OBDDs By and By. The result is an OBDD that
represents the composite function fopg.

Apply has many recursive sub-calls. During the recursion, it’s possible that apply will need to solve the
same sub-problem over and over.

We can make apply more efficient with dynamic programming techniques. Specifically, we’ll want to use
memoization: we compute a sub-formula and save the result. The next time we have to compute that
sub-formula again, we re-use the results from the earlier computation.

4.3.3 The restrict operation

Let By be on OBDD for f.

restrict(b, z, By)
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computes a reduced OBDD for f[b/z]. (Here, b = {0,1}, and z is a variable in f).
restrict works as follows:

e For restrict(0,z, By): For each node n labelled with x, remove n. Edges going into n now go to
lo(n).

e For restrict(1,x, By): For each node n labelled with x, remove n. Edges going into n now go to

hi(n).

4.3.4 The exists operation

Let f be a truth function over the set of variables V. Let z € V. exists is

Jx.f = fl0/z] + f[1/x] (4.3.1)
V. f = fl0/x] - f[1/x] Analogous V operation (4.3.2)

dx. f represents the relation of a constraint on some set of variables. Jz.f is true if f can be made true
by setting x to 0 or to 1.

exists can be implemented in terms of apply:

apply(+, restrict(0, z, By), restrict(1, z, By))

We can use the following trick to minimize the work that exists has to do: The OBDD By only changes
in the subtree rooted at n labelled with z. Until we reach this node n, we simply copy the input OBDD
to the output.

4.3.5 OBDDs and Symbolic Model Checking

Here, we’re referring specifically to CTL model checking.

Our software models consist of sets of states (or more abstractly, of finite sets). We need a way to encode
the various subsets of a set of states 5.

In general, we will use boolean (bit) vectors.

e Each variable s € S will be assigned a bit v;.
e A vector is (vy,...,v,) where v; € {0,1}.
e A v; (bit) is associated with a boolean variable.

Let T be a subset of states (T' C S). Let fr be the function fr: {0,1}" — {0,1}
1 ifseT
fr= {

0 otherwise

fr is the characteristic function of T. It determines membership in T

We need to pick an ordering of variables for our bitset. For example, if we have boolean variables 1,
X9, T3, we can represent these by the bits (v1, vg, v3).

The translation between states and bit vectors is based on the Model labelling function L: S —
P(atoms).

So, we identify a state by the labelled atoms in that state. For example, if 21,22 € L(s1) and x3 ¢ L(s1),
we represent s; by the bit vector 110.
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For these bit vectors

. 1 ifx; € L(s)
" 10 otherwise

Again, a state is uniquely identified by its label.

If our model has two or more states with identical labelling, we’ll introduce new atomic variables to
make the labelling unique. (In the worst case, we'd have to add |S| new variables).

A state is prepresented as the OBDD of the boolean function Iy -l - ... [,.

The set of states {sq,.

(lu'llg'...~lln)+(121~122-...~l2n)+...

There n variables, m states.

l; = x; if »; € L(S). l; = T; otherwise.

..y Sm} is represented by

F (It Doz - -

Figure 4.5 shows a model with three states and two variables. We’ll use this as the basis for several

examples that follow.

So (X4

X5) $1

S

O

Figure 4.5: Model used for OBDD Binary Representation Examples

Table 4.2 shows how Figure 4.5 is represented.

States Boolean Value Representation | Boolean Function Representation
0 0 0

{s0} ) 1 -T2

{s1} ) T1 - 22

{s2} ) T1 - T2

{s0,81}
{50,852}
{51, 82}

{803 S1, 82}

M’ — Y —
P

e e e R e e
— O == OO
(===l )

r1-%T2+7T1 -
T1- %2+ T -
Ty -T2 + 77
122+ 71 -

T2
T2
T2
T2 +T1 -T2

Table 4.2: State and atom representation of Figure 4.5

That takes care of state and atomic variables. Next, we need a way to represent transitions.

Transitions are a relation on S x S. We represent an edge s — s’ by a pair of bit vectors.

((Ul,vg, N

s Un); (01,0, 0))

(4.3.3)

In Equation (4.3.3), the first bit vector represents s, the second bit vector represents s’, and the pair of
bit vectors represents s — s’.
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In the database world, this is like joining a table to itself. One ‘copy’ of the table needs to be aliased.

Here, the aliasing is done with primes.

There are actually two ways we can order the concatenation:

((v1,v2, .y vn), (V], 0, ... 0L)) all v, then all v/

(v1, V], v2, V), .. U, VL) in bit order (alternating primes)

As an OBDD, the edge is represented by the boolean function

(olyeln) (T 1)

Table 4.3 shows the edge representation for the model in Figure 4.5. It’s not the complete representation.
The complete representation would have 2* = 16 rows. We’ve only shown the rows where an edge exists

(i.e. - where —=1).

Table 4.3: Edge transitions for figure 4.5

4.3.6 Implementing pre, and preg

To implement prey and preg with this OBDD representation:
prey(X) =S — pres(X)

preg(X) is
exists((x],...2,),apply(-, B_., Bx/))

B_. is the transition relation.
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4.4 Lecture — 5/2/2007

4.4.1 OBDDs for Transition Relations

Transition relations are represented by the concatenation of a pair of bit vectors:

(1, vn), (V.25 00))

This can be represented as a truth table with 22” rows, but the truth table representation is too large
to be practical.

SMV allows one to specifiy how variables change from one state to the next (ie. - next (var)). We can
represent this sort of thing with a formula

x> fi

is the next value of ;. f; is a boolean expression of the remaining variables.

SN Sl

— f; handles a single variable. The overall transition relation is
n
[T < s
i=1

This approach is useful (for example) representing logic circuits.

B

Figure 4.6: Simple logic circuit (an inverter)

As a function, Figure 4.6 is z; = 7;. (or next(xi) = !x1).
There are two main categories of circuit simulations:

1. synchronous. All circuit elements update in a single clock tick.

2. asynchronous. Not all circuit element updates in a single clock tick.
There are two categories of asynchronous circuit modes.

1. simultaneous model. Some number of circuit elements update during a single clock tick, but
not all of them.

2. interleaving model. Exactly 1 element is updated during a clock tick (round robin?)

As boolean equations, these types of transitions can be represented by

() = fi) + (2 = x;) simultaneous model (4.4.1)

—.

i=1

(2] < fi) - H T = interleaving model (4.4.2)
1 iAj

I

7

In (4.4.1), (z} < f;) represents a variable that changes; (x} < x;) represents a variable that does not
change.

In (4.4.2), (z; < f;) is the single variable that change. The product expression requires that all other
variables remain the same.
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4.4.2 Relational Mu-Calculus

(Also known as u-calculus)
p-calculus is a way to talk about least and greatest fixed points.

There are two types of variables

vi=x| Z

p-calculus as a BNF:

fre=0[1v|fla+folfi-foliof]
Jo.f |Va.f | uZ.f | vZ.f | fl& = 2]

The first line is very similar to propositional logic. The second line will require some explanation.

The precedence rules for p-calculus are:

~ [z :=1] highest precedence
Jx Jy
uwzZ vz
+ & lowest precedence

Jz.f and Va.f are quantified expressions. (for example, we could represent pre;(X) as 32'B~ - Bx.

uZ.f and vZ. f require that any occurrences of Z in f occur within an even number of negations. The
even number of negations makes f monotonic. These functions represent least, and respectively greatest,
fixed points.

Definition 4.4.1 (valuation): A waluation p of f is an assignment of values {0,1} to all variables v in
f-

Definition 4.4.2: Let p be a valuation and let v be a variable. We write p(v) for the value of v assigned
by p.

We define p[v — 0] to be the updated valuation that assigns 0 to v, while leaving the values of all other
variables unchanged.

plv — 1] assigns 1 to v while leaving the values of all other variables unchanged.

works similarly, but it deals with sets of variables. Each member of x; € Z, it assigns the value

plE = ']
o ;.

p(ai) t
Example 4.4.3: Suppose p(z}) = 0 and p(z}) = 1.

pE (z1-T3)[d = ')
=plz1— Ol[ze — 1| F 21 -T2
=plz1 — O][z2 — 1]E0-0

In this case p F f, but we can see how the substitution works.

We write p E f to say that the valuation p satisifies the formula f.
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Definition 4.4.4 (satisfaction relation p F f): The satisfaction relation p F f is defined by structural
induction

e pFO

e pFE1

pEVIFF pv) =1

pEfIFF pk f
pEf+gIFF pE fiorpEyg
pEf-gIFF pE f,and pFE g
pEf®gIFF pE(f-G+ - 9)

pE Jx.fiff plx— O] F f, or plz — 1] F f.

(i.e. - if either x = 0 or = 1 makes f true).
p EVa.fiff plx— 0] E f, and plxz — 1] E f.
(i.e. - if both z = 0 and = 1 make f true).
pE fli = @) iff pli = ') F f

Least Fixed Points

uZ.f is the least fixed point of f. This defines a boolean function on x1,...,z,,Z. When evaluating
this function, Z will be replaced with another valuation x1,...,x,.

Replacing Z by a function of z1,...,x, gives another function f(g).
We want puZ.f to be monotonic, so that it represents a least fixed point of f.

Suppose f =z, + Z. uZ.f(x1 + Z) will act like set union.

f@&)=tU{p| p(z;) =1} t is a set of truth assignments

On page 99, we started least fixed point computations with (). Here, we’ll start them with 0, where 0 is
the “empty valuation” (all zeros).

Greatest Fixed Points

vZ.f represents a greatest fixed point computation.

Suppose f=x1-Z. vZ.f(x1 - Z) will act like set intersection.

f@&)=tn{p| p(z;) =1}

When dealing with sets, we started fixed point computations with S. Here, we’ll start with ‘1’ (the truth
valuation consisting of all 1’s). This simplifies f to

f@&)={p| p(z:;) =1}

4.4.3 Other Sources of OBDD information

H&R cite this paper as giving a good overview on OBDDs:
http://doi.acm.org/10.1145/136035.136043
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4.5 Lecture — 5/7/2007

4.5.1 Mu-Calculus

Recall that mu-calculus is
vi=x | Z
=011 Flf+flf-flfof]
Ju.f |Va.f | uZ.f |vZ.f | flz = 2]
mu-calculus was designed to allow easy representation of greatest and least fixed points.
p represents a set of satisfying assignments for f: pF f

Recall that for pZ.f, vZ. f we have Z replaced by a boolean function to obtain a new f. uZ.f and vZ.f
carry the requirement that f must be formally monotonic in Z. (Formally monotonic means that Z
must contain an even number of negations. We’ll see an example of why this is important later on).

Z stands for a boolean function — a set S of truth assignments (i.e. - each s € S makes Z true).

If, f = x1 - Z, then the assignments that make f true can be given as {p € S | p(z1) = 1}. All members
of S already make Z true; the ones that make f true are the ones that make both Z and x; true.

uZ.f represents a least fixed point. We'll start the fixed point computation with Z =0 (or Z = ). Both
representations work, one represents Z as a formula, the other as a set).

vZ.f represents a greatest fixed point. We’'ll start this fixed point computation with Z = 1.
Example 4.5.1: Suppose our formula is f = z; - Z. We’ll have

uZ.f =10 or 0
vZ.f={p|p(z1) =1}

Least Fixed points, More formally

More formally, the least fixed point computation is

wZ.f=0 (4.5.1)
/meJrlZ-f = f[:U/me/Z] (452)

In (4.5.2), the notation [u, Z.f/Z] means roughly the same thing as the notation we used for first order
logic. Replace all free occurrences of Z in f with p.,Z.f.

We say that

pEuZ.f IFF pE pyZ.f for some m >0 (4.5.3)

Greatest Fixed Points, More Formally

The greatest fixed point computation is

vZ.f=1 (4.5.4)
Umt1Z.f = flvmZ.f]Z] (4.5.5)
We say that

pEVvZ. fIFF pFEv,Z.f for ALLm >0 (4.5.6)
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Note the difference between (4.5.3) and (4.5.6). The former is satisifed by some m. The latter requires
all m.

Example 4.5.2: Suppose we have the equation f =z - Z.

poZ.f =0
pZ.f=mx1-0
/,[,2Z.f =x1-71-0

=0
V()Z.f: 1
1/1Z.f =1 - 1

I/QZ.f =X X1 1

:_{L‘l

In these examples, note that the formulas do not stabilize, but their meaning does.

Example 4.5.3 (The need for Formal Monotonicity): Suppose our formula was f = =Z. f has an odd
number of negations, so f is not monotonic. If we try to compute a fixed point, we have

poZ.f =0
/,(,1Zf =-0
poZ.f =—=0

In this example, the value of f doesn’t stabilize — it oscillates. This function has no fixed points.

4.5.2 Model Checking with Mu-Calculus

Suppose we are given M = (S, —, L), and for each CTL formula ¢, we want a mu-calculus formula f¢
that represents {s | M, s F ¢}.

The states will be represented with our bitstring formula. L will determine the bitstrings for each states
s€eS.

f~ will represent — as a boolean function.

We're interested in determining whether
M, ITE@

Where I is the set of initial states. For all s € I, does M, s F ¢? This will happen IFF
frere

is unsatisifiable. (f! is the boolean formula representation of the initial states).

We can define f? inductively:

o =1
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e [ =0

.« 00

o fONY = A FY
o fOVV = fOv f¥

These are the simple cases. Formulas with path quantifiers will require a little more explanation.

fEXO =33 (f7 - f2l2 =) (4.5.7)

Recall that M, s F EX ¢ IFF there is an s’ where s — s’ and s’ E ¢. Equation (4.5.7) reflects this: Z is
the current state, 2’ is the successor state, and f— means that there is a transition (Z,2').

The clause for EF is based on the equivalence
EF ¢ = ¢ Vv EXEF ¢
fEF ¢ is derived from
FEFG _ o 4 fEXEF¢
=[O+ P = 1)
— WZ(f* 3 (- 2l = &)))

The last line comes about because EF ¢ requires a least fixed point computation.

EF ¢ = E[T U ¢]. We can use this fact to generalize a formula for f El¢U¥] Note that

ElpUy] =4V (¢ ANEXE[pU))
So
fEW’Uw] - fd) + f¢ . fEXEWUw]
= U4 f0 3R PR = 7))
= PZ.(fY + 03 - Zld = )
The definiton of fAF ¢ is similar to the one for fP¥ ¢ except that the existential quantification is replaced

by universal quantification.

FARS = uZ(f° +V2 .(F~ + Z[& = &)

Finally, we’ll look at fPG?. Recall that
EG¢p=¢p NEXEG¢
So

fECO = vz (f0 32 (f - Z[2 = i)))

Tip: In a recursive equivalence, A usually means we’ll need a greatest fixed point (like EG ¢); V usually
means we’ll need a least fixed point (like EF ¢).
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4.5.3 Symbolic Model Checking with Fairness

In the world of CTL model checking, we want to consider paths where the fairness constraints occur
infinitely often.

LTL can express fairness constraints directly, so there’s no special handling for fairness constraints in
LTL.

Given fairness constraints C = {¢1,...,#:}, we'd like to define mu-calculus formulas fEcX fEcG and
fEeU. EX, EG, and EU are an adequate set of connectives for CTL, so we can get by with only this set
of definitions.

First, we define fairness as a boolean formula

fair = fEcGT (4.5.8)
The idea: (4.5.8) evaluates to 1 IFF there is a fair path with respect to C' that begins in the state s.
The fair version of EcX can be derived directly from fEX:

fEeXS — 33/ (7 (f? - fair)[2 = &) (4.5.9)

A fair version of EU can be derived similarly:

fEC[¢1 Uga] _ MZ-(f¢2 - fair + f¢1 .E|§g"(fH - Z% = j/])) (4.5.10)

Now, we just have to define f£¢ (which is used to define fair). We employ a pair of helper functions to
do this.

checkEX(f) = 3&'.(f~ - f[& == #')) (4.5.11)

Equation (4.5.11) checks the EX condition. With this definition, we could rewrite fEcX¢ as
fEeX ¢ = checkEX(f - fair)

We'll also define a helper function for EU
checkEU(f, g) = uY.g + (f - checkEX(Y")) (4.5.12)

Finally, we code fFcG:

k
fPeG¢ = v 7§ . T[ checkEX(checkEU(f?, Z - f¥*) - fair) (4.5.13)

i=1
(1; are the fairness constraints).

Note that (4.5.13) has a least fixed point (checkEU), in the body of a greatest fixed point (checkEX).
Computationally, it’s a little expensive.
We can also express

k

EcG ¢ =¢ N\ EXE[pU(s; AEcG ¢)]

i=1
If EcG ¢ is true, then s F ¢, and for each i, there is (a) a fairness constraint that is true and (b) EcG ¢
is true somewhere later on that path.

If ¢ /\f:1 EXE[¢ U(1); ANEcG ¢)] is true, then there is a path with ¢ true until ¢; is true. From the point
where 1); is true, we can get to s, etc.

Note that fairness constraints nest fizpoints.
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4.5.4 Logistics

e In the next few classes, we’ll cover material from the beginning of Chapter four.

e Our final will be a take-home exam. It will be distributed later this week, due during finals week.



Part 5

Program Verification

This material is covered in Chapter 4 of HER

5.1 Lecture — 5/9/2007

Our look at program verification will focus on sequential programs that run on a single processor (no
concurrency). These programs can be characterized by having an infinite state space.

The classical work in program verification was done by Floyd and Hoare. Floyd’s approach used inductive
assertion. Hoare’s approach used Hoare Logic. We'll focus on Hoare’s approach.

5.1.1 Classification of Program Verification Techniques

We'll study techniques that are

Proof-based. (Not the exhaustive state checking used for model verification).

Semi-automatic.

Property Based. We will verify certain aspects of program behavior, but not the full program
behavior.

Application Domain. These techniques will apply to sequential transformational programs (not
the reactive systems we studied with model checking).

5.1.2 A Framework For Program Verification

e We can start with an informal specification R. R will be converted into a formal specification in
the form of a formula ¢gr. ¢g is represented using some form of symbolic logic.

e We write a program P to implement R.

e We prove that P satisfies ¢g.

5.1.3 A Simple Programming Language

To discuss verification techniques, we’ll introduce a simple programming language. This language uses
(1) integer expressions, (2) boolean expressions, and (3) control structures.

122
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Although simple, it’s really sufficient to represent any computable function (although it won’t be very
convenient to do so).

Integer Expressions

Ev=nl|z|(-BE)| (E+E)|(E-E)|(ExE) (5.1.1)

Above, n is an integer (n € Z). x is any program variable.

Boolean Expressions

B ::=true | false | (!B) | (B&B) | (B||B) | (E < E) (5.1.2)

(F < E) is our only native integer test. For notational convenience, we’ll use == and !=, with the
knowledge that these tests could be implemented as

'(El < Eg) & '(EQ < El) and
(E1 < EQ) H (E2 < El)

respectively.

Control Structures

Our control structures are
Cu=x=F|C;C|if B {C:} else {C3} |while B {C} (5.1.3)

while is our only looping construct.

Here’s an example of a program (which computes x!).

Example 5.1.1 (Facl):

y =1

z =0;

while (z !'= x) {
z =2z + 1;
y=Yy *2zZ

¥

There’s no return statement. That’s okay. We're really interested in the properties that variables have
before and after execution.

5.1.4 Hoare Triples

All programs have a starting state (before execution), and an ending state (after execution). Here, state
can be thought of as a vector of variables.

We will make assertions using Hoare triples. Hoare triples have the following form:

() P (&) (5.1.4)
In (5.1.4),

e ¢ is precondition (in first-order logic)
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e ¢ is a postcondition (in first-order logic)
e P is a program.

This means: if program P is run from a starting state that satisfies ¢, then the state resulting from P’s
execution will satisfy .

The formulas ¢ and ¢ will primarily use — (unary), — (binary), +, -, <, =. However, we’ll occasionally
use other “well-known” mathematical symbols too.

¢, 1 are allowed to use quantifiers, provided that quantifiers are not bound to any variable that occurs
in P.

Example 5.1.2:
(z>0)Ply-y<a

Says “if x is positive, then 32 will be less than 2 when the program completes”.

Our formulas will be evaluated in the context of a model M, whose universe is Z, the set of integers.

We also make use of a lookup table I. I(z) gives us the value of the variable . [ also establishes the state
of the program.

To say “I satisfies ¢”, we write M E; ¢ (just like we did with first-order logic).

Example 5.1.3:

Using the Facl program in example 5.1.1, we can write a specification:

(x > 0) Facl (y = z!)

Here’s another example program
Example 5.1.4 (Progbla):
# Given x, find a y whose square is not
# greater than x
y =05
while y * y <= x {
y=y+4
}
y=y - L
Example 5.1.4 satisfies the specification
(x > 0) Progbla(y -y < x|
But this isn’t a terribly good specification. For example, the specification is also satisfied by the program:
y=20
A better specification for Progbla would be

(x> 0)Progbla(y-y <z A(y+1)(y+1) > x)

The moral of the story: your postcondition must be strong enough to capture the behavior that you
intended.
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Types of Correctness
Definition 5.1.5 (Partial Correctness): (@) P () is correct under partial correctness if, whenever P is
started in a state where ¢ is true and P halts, then 1) is true in the final state of P.

We write this Fpar (¢) P ().

Partial Correctness is a weak concept: a program that never terminates satisfies any specification under
partial correctness. For example:

(¢) while true { x = x }(¢)

is true for any ¢, 1.

Definition 5.1.6 (Total Correctness): (¢) P (¢) is correct under total correctness if, whenever P is
started in a state that makes ¢ true, P terminates, and v is true in the final state of P.

We write this b (¢) P ()

This is a stronger concept. Given our earlier infinite loop program P, P is not totally correct if it starts
with ¢ true. However, if P is started with ¢ false, then P is totally correct.

The traditional way to prove total correctness is a two-step process

1. Prove that P is partially correct
2. Prove that P terminates.

We can think of total correctness as
total correctness = partial correctness + termination

Example 5.1.7: Some examples of total and partial correctness, using our Facl program (example

5.1.1).
Fiot (x > 0) Facl (y = z!) holds
Fiot (true) Facl (y = z!) Doesn’t hold when z < 0 (wrong answer)
Fpar (true) Facl (y = z!) Holds - the program never halts

5.1.5 Soundness and Completeness

As with first-order logic, Hoare logic has notions of soundness and completeness.

Fpars Ftot Soundness, a syntactic notion

Fpar; Ftot Completeness, a semantic notion

Although we won’t prove it, Hoare logic is sound and complete:

Fpar -« = Fpar
Ftot ... :> ':tot

Fpar -+ = Fpar
':tOt ... :> |_t0t
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5.1.6 Logical Variables

Let’s consider another program:

Example 5.1.8 (Fac2):

y =1
while x != 0 {
y=y* X%
Xx =x + 1;

}

This program also computes factorial. Note that it modifies (“consumes”) the input variable 2. Because
x is consumed, the postcondition we’d want, (y = x!), doesn’t hold.

We’ll handle this by adding logical variables. Logical variables are used to preserve program input,
enabling one to use those values when reasoning about the program output. Example:

(x > 0Ax = x0) Fac2 |y = xo!)

Above, xg is a logical variable. This is not an assignment. The clause z = z(y means “we start the
program from a state where the logical variable xy has the same value as the program variable x”.

By using logical variables, we can make the specification work without changing the program.

Only logical variables can be quantified.

5.1.7 A Proof Calculus for Partial Correctness

Below are the syntactic rules for Hoare Logic.

(@) Ciln)  (nd Co ()
(#) C1; C2 ()

Composition

Assignment

(WE/el) e = E )

(¢ A B) Cy () (¢ A =B) Ca ()
(¢) if B{C1} else {C2} (¥)

If-statement

(v A B) C ()

(¢) while B{C} (v A -B) Partial-While

Far ¢ — ¢ (B)C () Fart — 7
(@) C ()

Implied

A few of these rules require some explanation.

Composition 7 acts like an intermediate state, called a mid-condition. Think of 1 as the place where
C1 ends and Cs picks up.
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Assignment Assignment is an axiom in our system. It’s written the opposite of what one might expect.
Suppose the assignment rule were

WRONG definition for assignment
(¢) x = E (o[E/x])

If, so - we could derive

That’s obviously wrong: if we never assign to y, we can’t make any statements about it’s value.

Using the correct definition:

(zly/z] =2)z=y(y=2)
it works — we change x to y in the postcondition, then y = 2 will hold in the output.

If-Statement Notice that we have two cases to consider: those where B holds and those where —B
holds. Either way, we expect to satisfy the same postconditions.

Partial-While We start by assuming B is true (if not, C never executes). We also require =B when
the loop terminates.

This construct only holds under partial correctness.

Implies AR stands for “arithmetic”. This rule allows us to draw conclusions by mathematically ma-
nipulating the precondition and postcondition.
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5.2 Lecture — 5/14/2007

5.2.1 While Rules

Our rule for proving while statements:

(¥ A B) C ()
(v) while B{C} (v A —DB)

=B captures the exit condition of the while loop. v is known as a loop invariant.

5.2.2 Proofs With Hoare Triples

When writing proofs, we deal with one statement at a time, writing them

Gy
C

Cn
Where no C; is a compound statement.
Suppose we want to prove bFpar (Po) P (¢r). Using composition rules, if we find ¢y ... ¢,—1 and prove

Fpar (93 Cit1 (Pit1) forl<i<n-—1

then Fpar (¢0) P (65 is true.

The general shape of our proofs will be

(#0)
C1

(#1) justification
Co

(Pn—1) justification
C'n.

(#n) justification

The assertions will be mixed directly with the program code.

When doing these proofs, it’s usually easier to to work from ¢, to ¢g, deriving the mid-conditions
backwards.

By working backwards, we may not end up with ¢ precisely. That’s okay, as long as we find a condition
that can be implied by ¢g.

Definition 5.2.1 (Weakest Precondition): The process of obtaining ¢; from C;4 is called computing
the weakest precondition of C;11, given the postcondition ¢;;1. We are looking for the logically weakest
formula whose truth at the beginning of the execution of C;; is enough to guarantee ¢;41.

Or,
The weakest precondition of C, 9, is a formula ¢ such that Fy. (¢') C (@) IFF Fag ¢' — 6. O
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Given ¢ — ¢, ¢ is weaker. We want ¢ to be the weakest formula that ensures (@) P (¢).

This is really our Implied rule:

F¢'—¢ ()CW) Fo—y
() C (')

5.2.3 The Assignment Rule

Recall the assignment rule (an axiom)
(WlE/z])x = E ()

Example 5.2.2: We show that Fpar (y =5)x = y + 1(x = 6) is valid.

(v = 5)

ly+1=6) Implied
x=y +1

(z = 6) Assignment

Note how we used the assignment rule to get fromx =6toy+1=6. (r=6)[y+1/z]=y+1=06.
Also note the use of Implied. (y =5) — (y+1=6).
If our proof takes the shape

b1 — 6, (6) C ()
B C (0 (5:2.)

This is still the implied rule. If we wrote the last step explicitly, it would be ) — 1.

Example 5.2.3 (Swapping variables): Let us define the program swap:

t = x;
X =Y,
y=t

We want to prove (z = xg Ay = yo) swap (z = yo Ay = )

(z =20 Ay = yol

(v = yo N = x0) Implication
t =x

(y = yo Nt = zq) Assignment
X=Y5

(= yo Nt = ) Assignment
y=1t

(= yo ANy = x0) Assignment

The key thing to notice: with the Assignment rule, the assertions are derived mechanically. It’s a
syntactic derivation — just like natural deduction.

To do: try this with a “broken” swap program, and see why the proof doesn’t work.

5.2.4 If Statements

We want to derive the weakest precondition of

(¢) if B{C1} else {Ca} (¥)
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Steps:
1. Pull ¢ backwards through Cs, to get ¢5. This expresses the weakest precondition of Cs, .
2. Pull ¥ backwards through C4, to get ¢1. This expresses the weakest precondition of C1, .
3. Set ¢ to be (B — ¢1) A (B — ¢2).

We'll call this the If” Rule.

(kbl[) C(1 qu (]¢2D 02 (le) (5 9 2)
(]B — ¢1 AN—-B — ¢2D if B{Cl} else {CQ} (]’l/)[) o

Equation (5.2.2) can be derived from our original If rule.

Example 5.2.4 (Absolute Value): Let’s define the program ABS

if (x >=0) {
y = x5

} else {
y = 7%

}
We want to prove (T)) ABS (y = |z|).

(T
(20— z=[z)A(=(x=0) = -z = 2[)
if (x >= 0) {

(z = |z|) If Statement
y = x
ly = |z|) Assignment
} else {
(—z =|z|) If Statement
y = x
(y = |=|) Assignment
}
ly = |z|) If" Rule.

5.2.5 While Statements

The weakest pre-conditions for Assignment and If can be mechanically generated. This is not the case
for while statements.

While rules will usually have the form

(n A B) C ()
(n) while B{C} (n A —B) (5.2.3)

But what we really want to show is

(#)while B{C} (¥)

Typically, we’ll have to use a creative guess to find 1. The general procedure is:
1. Guess 7

2. Try to show Far ¢ — 1, and Fagr 7 A =B — 1. If we can’t show this, go back to step one and find
a new 7).
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3. Pull 5 back through C to get n’

4. Try to find - (n A B) — n’. If that’s not possible, go back to step (1) and pick a new 7. Otherwise,

the selection of n worked.

Example 5.2.5 (Factorial #1): Let’s define the program Facl as

y=1

x = 0;

while (z '= x) {
z=2z+1;

y=y *z
}
We want to show (T) Facl (y = 2! A z > 0)). Let us chose n: (y = 2! Az > 0).
(T
(1=0'A0>0) Implication
y=1
ly=0'A02>0) Assignment
z=0
ly=2'An2z>0) Assignment

while (z != x) {
ly=2'"z2>0Az# 1)

ly-(z+1)=E=+1IA(2+1) >0) Implication
z=z+1

ly-z==2lAz2>0) Assignment
y=y*z

ly=2'Anz>0) Assignment

}
ly=2'Az>0A-=(z=2a)) While
(y =) Implication

Example 5.2.6 (Factorial #2): Let us define the program Fac2:

y=1;

while (x != 0) {
y=7 * X%

x =x - 1;

}

We’ll want to prove

(z = xo) Fac2 (y = zo!)

Our invariant will be

n:x>0—y- -zl =x

We’ll continue this example in our next lecture.

(5.2.4)
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5.3 Lecture — 5/16/2007

5.3.1 Total Correctness
With one exception, the partial correctness rules we’ve looked at are also sound for total correctness.
The exception to this is the while rule.

A total correctness rule must show that (1) the while statement is partially correct and (2) the while
statement terminates.

We’ve looked at a partial correctness proof for Fac1:
y=1
z =0
while (x !'= y) {
z=2z+1;
y=y*2z;
}

The partial correctness proof had
Fpar (T)Facl (y = z!)
A total correctness proof needs a stronger precondition (Facl will not terminate if = is negative)

Fiot (x > 0) Facl (y = z!)

A total correctness proof will also need to make use of loop variants.

5.3.2 Loop Variants

Definition 5.3.1 (Loop Variant): A loop variant is a quantity that

1. is > 0 whenever then loop execution finishes
2. Decreases (by an integer value) each time the loop is executed.

For Fac1, the loop invariant is (z — z).

Total While Rule

MABANO<SE=E)C(nA0<E<E)

(WA E > 0)while B { C }(n A -B) (5.3.1)

In (5.3.1), E is an expression (e.g. x — z, the variant), and Ej is a variable.

The precondition in the top half of the rule requires the variant to be positive. Fy remembers the
variant’s starting value.

The postcondition in the top half of the rule says that the variant must be smaller after the loop
terminates.

E need not play a rule in the while loop’s predicate condition.

Example 5.3.2 (Facl: total correctness): A total correctness proof for Facl.
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0>0A1=0Az>0A0<2-0)

y=1
0>0Ay=0Az>0A0<2x-0)
z =0

(z>0Ny=2'Az>0N0<2zx—2)
while (x # z) {
(z>0ANy=z2lA2>0N0<z—2=FyAz+#a) [Note 1]
(z+1>0Ay-(z+1)=(E+DIAz>0N0<z—(2+1) < Ey)
z=2z+1
(z>0Ny-z=21Ax>0AN0<z—2< Ey)
y=y+z
(z>0Ay=2zlAx>0N0<2—2< Ey
}

(z>0Ny=2'A=(x#£2) Az >0)
(y = =)

Note 1: nisz>0Ay=2z'Az >0.
0 <z — z = Ey captures the loop variant, (x — z).
z# xis B.

5.3.3 Working With Arrays

In a formal proof system, arrays can be tricky to work with. For example, given a[i] = a[j], what if
i=j7

We'll notate arrays as

al0]...a[n —1]

Let’s define a section of an array to be a consecutive series of elements, a[i] ... a[j] such that i < j.

We'd like to find the minimal section sum for the array. What is the smallest number that can be
derived from summing elements in a section?

For example, given the array [—1,2, —3, 5,4, —3], the minimal section sum is —3. Given [-1,2,-3,1,1,-3],
the minimal section sum is —4.

The naive approach would be to try all possible sections; a runtime complexity of ©(n3). But we can
do better, in ©(n) time.

Let

s = the minimal section sum up the current point k

t = the minimal section sum up to and including the current point k.

Given current values s, t, we compute the next values s’, t' as follows:

s’ =min(s,alk +1],alk + 1] + t)
t" = min(alk + 1], alk + 1] + 1)

The algorithm Min-sum is

k=1;
s = al[0];
t = al0];
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while (k !=n) {
t = min(alk + 1], alk + 1] + t);
s = min(s, t);
k=k+ 1;

/* s holds final result */

Suppose we wanted to formally verify this algorithm. Let us denote

Sij = Z a[k;]

k=i

We would use two postconditions:

(n > 0) Min-sum (¥, j(0 < i <j<n—s<S;))
(n > 0)Min-sum (34,j(0 < i < j<nAs=S5))

The first postcondition states that s is < any section sum. The second postcondition states that s is
the sum of some section.

This example illustrates how modularity can be introduced into the verification process. We have a
common set of preconditions and a pair of post conditions. The two postconditions can be proven
independantly.

To prove the V part, we’ll define a few shorthand notations:

Invl(s,k) =Vi,j(0<i<j<k—s<85;)
|nv2(t,k:) = VZ(O <i<k—t< Si,k—l)

With these helpers, the loop invariant is

(0 <k <nAlnvi(s, k) Alnv2(t, k))

For the 3 part, we’d do a similar thing:
Invl’(s, k) = 3i,j(0<i<j<kAs=S5)

(There’d also be an Inv2’ and another loop invariant).
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5.4 Final Exam Review — 5/21/2007

5.4.1 Problem 3 (LTL Model Checking)

Given an LTL formula ¢, we want to determine whether M, s E A ¢.
Note that M, s E A ¢ holds IFF M, s ¥ E —¢.

Our goal is to find a set of states such that M, s F E =¢. The compliment of this set will be states such
that M, s E A ¢.

We give an algorithm to find M, s F ¢, where ) = —¢. We are interested in the compliment of the set
of states satisfying M, s F 1.

For this problem, ¢ = a UX —(-a V b), and ) = =¢ = =(a U X —(—a V b)).
We assume that ¢ uses only the CTL connectives -, X, U.

Our first goal is to form the transition system A, = (7, 9).

Let C(v) be the set of positive sub-formulas of ¢ and their negations.

C(y) =a,b,—aV b,X=(=aVb),aUX=(-aVb),
—a,=b,=(-a VvV b), "X =(-a Vb)), (aUX=(-a Vb))

Forming T

Let T be the set of all subsets ¢ of C(¢) such that for all positive subformulas n € v, either n € ¢ OR
-1 € g, but not both.

Consistency Conditions for T

All member ¢ € T must meet the following conditions:
1. For all 71, n in C(1); m V 1m2 € ¢ IFF (a) m € ¢ OR (b) 72 € ¢.
2. For all ny Ung € C(¥); if ;1 Ung € g, then (a) n1 € ¢ OR (b) 12 € q.
3. For all n; Ung € C(¢); if =(n1 Ung) € ¢, then 12 ¢ g. (equivalently, —ns € q).

There are no restrictions on X connectives when computing maximal consistent sets of C(v)).

0 Rules

A transition (¢,¢') € 6 IFF

1. Xneq=neq
- Xn¢q=n¢q
-mUn€qgmé¢qg=mUned

= W N

.mUméqgmeqg=mUné¢d

Ay = (T,9) is an abstract picture of 1. It doesn’t tell us anything about our specific model M. Our
next step is to attach M to Ay.
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Forming M x Ay

We define M x Ay, = (U, §’), where

U={(s,q) € SxT|forall atoms peC(¢),pe qIFF pe L(s)}

Using problem 3 as an example, if our state is ¢ = 00100, then —a € ¢ and —b € q. We must pair ¢ with
a state s of M where s has a ¢ L(s) and b ¢ L(s).

Whatever M says about atoms in s, ¢ must say the same things about atoms in C(%)).

Next, the transition relation §’.

8 ={(s,q9) = (s',¢) | s—>s e Mand ¢— ¢ €5}

In other words, the transition relations of M and A, must be in agreement.

Strongly Connected Components
Next, we’ll find the strongly connected components of M x Ay,. There are algorithms that accomplish
this task. For our purpose, eyeballing M x A, will be sufficient.

A strongly connected component C' is a connected component where the following is true: from each
node in C, you can get to every other node in C.

The set of strongly connected components forms a partition of a graph. A trivial SCC cannot be part
of a non-trivial SCC. Figure 5.1 shows a graph with 1 Trivial SCC and two non-trivial SCCs.

Trivial

Non-Trivia

Figure 5.1: Graph with 1 trivial and 2 non-trivial SCCs

Self Fulfilling SCC

A strongly connected component of M x A, is self fulfilling if, for all n; U7, that are in some SCC node
(s,q), n2 is in some node (s’,¢q’) of the SCC.

If 1 Uny does not occur in any SCC component, then this condition is vacuously true (the SCC is self
fulfilling).

M, s E E¢ IFF there is a path from an (s,q) (with ¢ € ¢) in M x Ay, to a non-trivial self-fulfilling
SCC of M x Ay.
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Additional Notes

Assuming ¢ is positive, Ay and A-4 will produce the same model, so Ay, = A4 for a positive ¢.
In the last step (self-fulfilling SCC), we are looking for 1) = —¢.
We find E —¢ in order to find A ¢.

5.4.2 Problem 4

The definition of “active assumption” will involve boxes. We can assume that the proof has properly
nested boxes.

5.4.3 Problem 5

A Greatest fixed point proof involves two things
1. K([EcG ¢]) = [EcG ¢].
2. f K(X) =X, then X C [EcG ¢].

The first step shows that [EcG ¢] is a fixed point of K. The second step shows that it is the greatest
fixed point of K.
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GNU Free Documentation License

Version 1.2, November 2002
Copyright (© 2000,2001,2002 Free Software Foundation, Inc.

51 Franklin St, Fifth Floor, Boston, MA 02110-1301 USA

Everyone is permitted to copy and distribute verbatim copies of this license document, but changing it
is not allowed.

Preamble

The purpose of this License is to make a manual, textbook, or other functional and useful document
“free” in the sense of freedom: to assure everyone the effective freedom to copy and redistribute it, with
or without modifying it, either commercially or noncommercially. Secondarily, this License preserves for
the author and publisher a way to get credit for their work, while not being considered responsible for
modifications made by others.

This License is a kind of “copyleft”, which means that derivative works of the document must themselves
be free in the same sense. It complements the GNU General Public License, which is a copyleft license
designed for free software.

We have designed this License in order to use it for manuals for free software, because free software
needs free documentation: a free program should come with manuals providing the same freedoms that
the software does. But this License is not limited to software manuals; it can be used for any textual
work, regardless of subject matter or whether it is published as a printed book. We recommend this
License principally for works whose purpose is instruction or reference.

1. APPLICABILITY AND DEFINITIONS

This License applies to any manual or other work, in any medium, that contains a notice placed by
the copyright holder saying it can be distributed under the terms of this License. Such a notice grants
a world-wide, royalty-free license, unlimited in duration, to use that work under the conditions stated
herein. The “Document”, below, refers to any such manual or work. Any member of the public is a
licensee, and is addressed as “you”. You accept the license if you copy, modify or distribute the work
in a way requiring permission under copyright law.

A “Modified Version” of the Document means any work containing the Document or a portion of it,
either copied verbatim, or with modifications and/or translated into another language.

A “Secondary Section” is a named appendix or a front-matter section of the Document that deals
exclusively with the relationship of the publishers or authors of the Document to the Document’s overall
subject (or to related matters) and contains nothing that could fall directly within that overall subject.
(Thus, if the Document is in part a textbook of mathematics, a Secondary Section may not explain
any mathematics.) The relationship could be a matter of historical connection with the subject or with
related matters, or of legal, commercial, philosophical, ethical or political position regarding them.
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The “Invariant Sections” are certain Secondary Sections whose titles are designated, as being those of
Invariant Sections, in the notice that says that the Document is released under this License. If a section
does not fit the above definition of Secondary then it is not allowed to be designated as Invariant. The
Document may contain zero Invariant Sections. If the Document does not identify any Invariant Sections
then there are none.

The “Cover Texts” are certain short passages of text that are listed, as Front-Cover Texts or Back-
Cover Texts, in the notice that says that the Document is released under this License. A Front-Cover
Text may be at most 5 words, and a Back-Cover Text may be at most 25 words.

A “Transparent” copy of the Document means a machine-readable copy, represented in a format whose
specification is available to the general public, that is suitable for revising the document straightforwardly
with generic text editors or (for images composed of pixels) generic paint programs or (for drawings)
some widely available drawing editor, and that is suitable for input to text formatters or for automatic
translation to a variety of formats suitable for input to text formatters. A copy made in an otherwise
Transparent file format whose markup, or absence of markup, has been arranged to thwart or discourage
subsequent modification by readers is not Transparent. An image format is not Transparent if used for
any substantial amount of text. A copy that is not “Transparent” is called “Opaque”.

Examples of suitable formats for Transparent copies include plain ASCII without markup, Texinfo input
format, LaTeX input format, SGML or XML using a publicly available DTD, and standard-conforming
simple HTML, PostScript or PDF designed for human modification. Examples of transparent image
formats include PNG, XCF and JPG. Opaque formats include proprietary formats that can be read and
edited only by proprietary word processors, SGML or XML for which the DTD and/or processing tools
are not generally available, and the machine-generated HTML, PostScript or PDF produced by some
word processors for output purposes only.

The “Title Page” means, for a printed book, the title page itself, plus such following pages as are
needed to hold, legibly, the material this License requires to appear in the title page. For works in
formats which do not have any title page as such, “Title Page” means the text near the most prominent
appearance of the work’s title, preceding the beginning of the body of the text.

A section “Entitled XYZ” means a named subunit of the Document whose title either is precisely XYZ
or contains XYZ in parentheses following text that translates XYZ in another language. (Here XYZ
stands for a specific section name mentioned below, such as “Acknowledgements”, “Dedications”,
“Endorsements”, or “History”.) To “Preserve the Title” of such a section when you modify the
Document means that it remains a section “Entitled XYZ” according to this definition.

The Document may include Warranty Disclaimers next to the notice which states that this License
applies to the Document. These Warranty Disclaimers are considered to be included by reference in
this License, but only as regards disclaiming warranties: any other implication that these Warranty
Disclaimers may have is void and has no effect on the meaning of this License.

2. VERBATIM COPYING

You may copy and distribute the Document in any medium, either commercially or noncommercially,
provided that this License, the copyright notices, and the license notice saying this License applies to
the Document are reproduced in all copies, and that you add no other conditions whatsoever to those of
this License. You may not use technical measures to obstruct or control the reading or further copying
of the copies you make or distribute. However, you may accept compensation in exchange for copies. If
you distribute a large enough number of copies you must also follow the conditions in section 3.

You may also lend copies, under the same conditions stated above, and you may publicly display copies.

3. COPYING IN QUANTITY

If you publish printed copies (or copies in media that commonly have printed covers) of the Document,
numbering more than 100, and the Document’s license notice requires Cover Texts, you must enclose
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the copies in covers that carry, clearly and legibly, all these Cover Texts: Front-Cover Texts on the front
cover, and Back-Cover Texts on the back cover. Both covers must also clearly and legibly identify you as
the publisher of these copies. The front cover must present the full title with all words of the title equally
prominent and visible. You may add other material on the covers in addition. Copying with changes
limited to the covers, as long as they preserve the title of the Document and satisfy these conditions,
can be treated as verbatim copying in other respects.

If the required texts for either cover are too voluminous to fit legibly, you should put the first ones listed
(as many as fit reasonably) on the actual cover, and continue the rest onto adjacent pages.

If you publish or distribute Opaque copies of the Document numbering more than 100, you must either
include a machine-readable Transparent copy along with each Opaque copy, or state in or with each
Opaque copy a computer-network location from which the general network-using public has access to
download using public-standard network protocols a complete Transparent copy of the Document, free
of added material. If you use the latter option, you must take reasonably prudent steps, when you
begin distribution of Opaque copies in quantity, to ensure that this Transparent copy will remain thus
accessible at the stated location until at least one year after the last time you distribute an Opaque copy
(directly or through your agents or retailers) of that edition to the public.

It is requested, but not required, that you contact the authors of the Document well before redistributing
any large number of copies, to give them a chance to provide you with an updated version of the
Document.

4. MODIFICATIONS

You may copy and distribute a Modified Version of the Document under the conditions of sections 2 and
3 above, provided that you release the Modified Version under precisely this License, with the Modified
Version filling the role of the Document, thus licensing distribution and modification of the Modified
Version to whoever possesses a copy of it. In addition, you must do these things in the Modified Version:

A. Use in the Title Page (and on the covers, if any) a title distinct from that of the Document, and
from those of previous versions (which should, if there were any, be listed in the History section of
the Document). You may use the same title as a previous version if the original publisher of that
version gives permission.

B. List on the Title Page, as authors, one or more persons or entities responsible for authorship of
the modifications in the Modified Version, together with at least five of the principal authors of
the Document (all of its principal authors, if it has fewer than five), unless they release you from
this requirement.

State on the Title page the name of the publisher of the Modified Version, as the publisher.
Preserve all the copyright notices of the Document.

Add an appropriate copyright notice for your modifications adjacent to the other copyright notices.

= =Y a

Include, immediately after the copyright notices, a license notice giving the public permission to
use the Modified Version under the terms of this License, in the form shown in the Addendum
below.

G. Preserve in that license notice the full lists of Invariant Sections and required Cover Texts given
in the Document’s license notice.

H. Include an unaltered copy of this License.

I. Preserve the section Entitled “History”, Preserve its Title, and add to it an item stating at least
the title, year, new authors, and publisher of the Modified Version as given on the Title Page. If
there is no section Entitled “History” in the Document, create one stating the title, year, authors,
and publisher of the Document as given on its Title Page, then add an item describing the Modified
Version as stated in the previous sentence.
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J. Preserve the network location, if any, given in the Document for public access to a Transparent
copy of the Document, and likewise the network locations given in the Document for previous
versions it was based on. These may be placed in the “History” section. You may omit a network
location for a work that was published at least four years before the Document itself, or if the
original publisher of the version it refers to gives permission.

K. For any section Entitled “Acknowledgements” or “Dedications”, Preserve the Title of the section,
and preserve in the section all the substance and tone of each of the contributor acknowledgements
and/or dedications given therein.

L. Preserve all the Invariant Sections of the Document, unaltered in their text and in their titles.
Section numbers or the equivalent are not considered part of the section titles.

M. Delete any section Entitled “Endorsements”. Such a section may not be included in the Modified
Version.

N. Do not retitle any existing section to be Entitled “Endorsements” or to conflict in title with any
Invariant Section.

O. Preserve any Warranty Disclaimers.

If the Modified Version includes new front-matter sections or appendices that qualify as Secondary
Sections and contain no material copied from the Document, you may at your option designate some
or all of these sections as invariant. To do this, add their titles to the list of Invariant Sections in the
Modified Version’s license notice. These titles must be distinct from any other section titles.

You may add a section Entitled “Endorsements”, provided it contains nothing but endorsements of your
Modified Version by various parties—for example, statements of peer review or that the text has been
approved by an organization as the authoritative definition of a standard.

You may add a passage of up to five words as a Front-Cover Text, and a passage of up to 25 words as
a Back-Cover Text, to the end of the list of Cover Texts in the Modified Version. Only one passage of
Front-Cover Text and one of Back-Cover Text may be added by (or through arrangements made by) any
one entity. If the Document already includes a cover text for the same cover, previously added by you
or by arrangement made by the same entity you are acting on behalf of, you may not add another; but
you may replace the old one, on explicit permission from the previous publisher that added the old one.

The author(s) and publisher(s) of the Document do not by this License give permission to use their
names for publicity for or to assert or imply endorsement of any Modified Version.

5. COMBINING DOCUMENTS

You may combine the Document with other documents released under this License, under the terms
defined in section 4 above for modified versions, provided that you include in the combination all of the
Invariant Sections of all of the original documents, unmodified, and list them all as Invariant Sections
of your combined work in its license notice, and that you preserve all their Warranty Disclaimers.

The combined work need only contain one copy of this License, and multiple identical Invariant Sections
may be replaced with a single copy. If there are multiple Invariant Sections with the same name but
different contents, make the title of each such section unique by adding at the end of it, in parentheses,
the name of the original author or publisher of that section if known, or else a unique number. Make
the same adjustment to the section titles in the list of Invariant Sections in the license notice of the
combined work.

In the combination, you must combine any sections Entitled “History” in the various original documents,
forming one section Entitled “History”; likewise combine any sections Entitled “Acknowledgements”, and
any sections Entitled “Dedications”. You must delete all sections Entitled “Endorsements”.

6. COLLECTIONS OF DOCUMENTS
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You may make a collection consisting of the Document and other documents released under this License,
and replace the individual copies of this License in the various documents with a single copy that is
included in the collection, provided that you follow the rules of this License for verbatim copying of each
of the documents in all other respects.

You may extract a single document from such a collection, and distribute it individually under this
License, provided you insert a copy of this License into the extracted document, and follow this License
in all other respects regarding verbatim copying of that document.

7. AGGREGATION WITH INDEPENDENT WORKS

A compilation of the Document or its derivatives with other separate and independent documents or
works, in or on a volume of a storage or distribution medium, is called an “aggregate” if the copyright
resulting from the compilation is not used to limit the legal rights of the compilation’s users beyond what
the individual works permit. When the Document is included in an aggregate, this License does not
apply to the other works in the aggregate which are not themselves derivative works of the Document.

If the Cover Text requirement of section 3 is applicable to these copies of the Document, then if the
Document is less than one half of the entire aggregate, the Document’s Cover Texts may be placed
on covers that bracket the Document within the aggregate, or the electronic equivalent of covers if the
Document is in electronic form. Otherwise they must appear on printed covers that bracket the whole
aggregate.

8. TRANSLATION

Translation is considered a kind of modification, so you may distribute translations of the Document
under the terms of section 4. Replacing Invariant Sections with translations requires special permission
from their copyright holders, but you may include translations of some or all Invariant Sections in
addition to the original versions of these Invariant Sections. You may include a translation of this
License, and all the license notices in the Document, and any Warranty Disclaimers, provided that you
also include the original English version of this License and the original versions of those notices and
disclaimers. In case of a disagreement between the translation and the original version of this License
or a notice or disclaimer, the original version will prevail.

If a section in the Document is Entitled “Acknowledgements”, “Dedications”, or “History”, the require-
ment (section 4) to Preserve its Title (section 1) will typically require changing the actual title.

9. TERMINATION

You may not copy, modify, sublicense, or distribute the Document except as expressly provided for under
this License. Any other attempt to copy, modify, sublicense or distribute the Document is void, and will
automatically terminate your rights under this License. However, parties who have received copies, or
rights, from you under this License will not have their licenses terminated so long as such parties remain
in full compliance.

10. FUTURE REVISIONS OF THIS LICENSE

The Free Software Foundation may publish new, revised versions of the GNU Free Documentation
License from time to time. Such new versions will be similar in spirit to the present version, but may
differ in detail to address new problems or concerns. See http://www.gnu.org/copyleft/.

Each version of the License is given a distinguishing version number. If the Document specifies that a
particular numbered version of this License “or any later version” applies to it, you have the option of
following the terms and conditions either of that specified version or of any later version that has been
published (not as a draft) by the Free Software Foundation. If the Document does not specify a version
number of this License, you may choose any version ever published (not as a draft) by the Free Software
Foundation.



