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Abstract—We address the problem of fingerprint-based tracking of a moving device where training fingerprints are not available all at once but arrive sporadically in a stream manner. As such the only information that may be used to locate the device is its current fingerprint and the set of fingerprints obtained earlier impromptu. The challenge is to devise a localization algorithm that can scale with the fingerprint stream as this stream can grow limitlessly with time. We propose an online algorithm framework that requires storage of and computation based on only a constant-size sliding buffer of fingerprints, not all the fingerprints in the past. Our algorithm, therefore, is fast and efficient. In terms of localization error, it offers a good approximation when compared to the expensive batch algorithm that assumes access to the entire history of fingerprints.

I. INTRODUCTION

Location information is valuable to a myriad of applications of wireless networks. GPS is the most effective way to get location information but does not work indoors. Even outdoors where this service is available, it is not energy-efficient to have to turn it on continuously all the time. Consequently, numerous efforts have been made towards GPS-free localization solutions, most adopting the fingerprint approach.

Location fingerprinting usually consists of two phases: training (offline) and positioning (online). In the offline phase, a number of sample locations are surveyed to build a map corresponding each location to a “fingerprint” which is a vector of measurements observed between the mobile device at this location and a set of “reference points” (RPs). For example, these RPs can be Wi-Fi access points [1], FM broadcasting towers [2], or cellular towers [3], and measurements can be the received signal strength observed between them and the device. In the online phase, when we need to compute a location in real time, the device’s current fingerprint is compared to the training map to find the best location match. Recently, as smartphones are often shipped with various built-in sensors, fingerprint modalities other than radio have been suggested, such as sound [4] and geomagnetic field [5]. Combining these different features where they apply can lead to a rich set of discriminative features for the fingerprint information.

The calibration in the offline phase can be tedious and labor-intensive in practice. For a large area, many locations need to be surveyed to ensure good spatial coverage and many fingerprint readings need to be collected at each sample location to ensure good temporal coverage (the signal characteristics of the environment are not time invariant). In this paper, we address the problem of location fingerprint tracking in which the training fingerprints are not given all at once, but instead become available sequentially over the time. At any point in time, the only information we may use to determine the device’s location is its current fingerprint and those fingerprints that have been obtained earlier. We do not make any assumption about how often training fingerprints arrive nor their timing, but do require a tracking solution that is fast and efficient so that it can scale with the (possibly infinite) fingerprint stream.

Potential applications of this problem are plentiful. A GPS-equipped smartphone, say, when being used in an urban shopping outlet, does not need to turn GPS on continuously; instead, it can be set to switch on once in a while and our algorithm can be used to compute the smartphone location during the GPS-free gaps. This results in great energy saving. In an indoor building, we can place location labels (e.g., RFID tags) at popular locations such as info desks, which the phone can read automatically when passing nearby; this labeled location information can be used to infer location at any other place. The proposed problem is also applicable to tracking of autonomous underwater vehicles (AUVs) deployed in underwater environments. Conventionally, the location of an AUV while submerged is tracked based on a built-in inertial navigation system that has to dead reckon with GPS each time the AUV surfaces. The research in this paper can be utilized to improve the localization accuracy of the AUV between these GPS fixes. It is noted that in all of the above applications, the training data comes sequentially in real time.

There are already numerous research works on mobile location tracking, but they make additional assumptions such that those about special sensors built in the device (e.g., gyroscope, accelerometer, compass, camera) [6], [7], those about mobility-specific constraints (e.g., speed, predefined map) [8] and those that are network-specific (e.g., vehicular or wireless sensor networks) [9], [10]. In contrast, we are interested in “fingerprint-based tracking” and aim to devise a tracking framework with “universal applicability” in the sense that it can work orthogonally with any type of fingerprint space; i.e., applicable where fingerprint information can be of radio signals, acoustic, or geomagnetic, etc and can contain any other information that is location-discriminative. Also, since the fingerprint stream can go to infinity, it is extremely inefficient to store and process all the fingerprints observed in
the past due to storage and computation costs. Therefore, a constraint for our problem is that we can only use a fix-size buffer of past fingerprints, not all the fingerprints.

We are not aware of any effort towards the online fingerprint-based location tracking problem with limited buffer. To solve this problem, our approach is based on the following observations about the sequence of fingerprints obtained as the device is moving: (1) smoothness: trajectory of a moving device in the real world should exhibit a degree of smoothness over a continuous interval of time; (2) sparseness: the location matrix of a mobile device over a time window exhibits a low-rank structure, as substantiated in [11], and so we conjecture that the fingerprint matrix over time should also be sparse (because of the tight correspondence between a fingerprint and its location).

Consequently, we devise a general solution framework that exploits these properties. Specifically, we make the following contributions:

- We propose to model the fingerprint-based location tracking problem as a regularized optimization problem with a regularization term to enforce smoothness in the location estimation. We substantiate this model by showing in an evaluation study the effectiveness of the objective function in order to achieve a good localization accuracy.

- We derive an optimal solution to this problem, whose computation requires access to all the fingerprints. For a limited buffer, we propose an online algorithm as an approximate solution to the optimal solution. The proposed algorithm computes the location for each fingerprint in real time such that at any point in time we require knowledge about only a sparse representation of the previously measured fingerprints. As a result, our algorithm is fast, efficient, and scalable.

- In the current state of our work, we have not been able to derive tight theoretical bounds in terms of localization accuracy, but we provide evaluation results with two real-world experiments showing that our accuracy gets incrementally better over the time and quickly converges to the accuracy of the algorithm that assumes to know all the fingerprints in the history.

The remainder of the paper is structured as follows. §II discusses the related work. §III presents the problem formulation and solution approach. The details of the proposed solution are given in §IV. Evaluation results are reported in §V. The paper is concluded in §VI with pointers to our future work.

II. RELATED WORK

Location fingerprinting is a widely used range-free localization approach. An early adopter of this approach is Radar [1], the world’s first Wi-Fi RSS-based indoor positioning system, which demonstrates the viability of using RSS information to locate a wireless device. This system works using a radio map, a lookup table that maps building locations to the corresponding RSS fingerprints empirically observed at these locations. The reference points are the Wi-Fi access points within the user’s Wi-Fi range. The radio map is searched to find the closest RSS reading and the corresponding location will be used as the estimate for the user’s location. Radar represents the fingerprint approach where kNN is used to determine the location. One can also employ a model-based learning approach to relate a fingerprint to a location, for example, probabilistically using Bayesian inference [12], [13] or non-probabilistically using an Artificial Neural Network (ANN) [14] or a Support Vector Machine (SVM) [15]–[17].

The above fingerprint techniques require a rich training set for the learning to be effective. When there are only a small number of sample fingerprints for training, we can utilize non-training fingerprints (those available but without known location), also called “unlabeled” fingerprints as in the area of machine learning. These unlabeled fingerprints can serve as a supplement to the labeled fingerprints (those with known location) to obtain a better leaning model, by solving a semi-supervised learning problem. A de facto standard method for semi-supervised learning is via the framework of manifold regularization originally proposed by Belkin et al. in [18]. Applying this approach to location fingerprinting [19]–[22], the location labels of the unlabeled fingerprints can be learned based on their similarity with the labeled in a manifold structure. For example, Pan et al. [19] apply manifold regularization with a Laplacian regularization term reflecting the intrinsic manifold structure of the fingerprints; here the manifold is a weighted graph of fingerprints in which the weight of an edge connecting two fingerprints represents their similarity.

Our research is different in several ways. First, we also apply a regularization framework for learning the locations of the fingerprints at unknown locations, but our regularization term is to enforce temporal smoothness in the location estimation whereas the conventional manifold regularization approach takes into account spatial smoothness. Second, we specifically address the fingerprint-based tracking problem whereas existing fingerprint techniques are designed for non-tracking localization. Third, we want an “online” algorithm with constant-bounded space and time complexities, but we are not aware of any existing fingerprint technique with this computational efficiency. Forth, as aforementioned in §I, there is a large body of research on mobile tracking [6]–[11], but they are not about fingerprint-based tracking and they make assumptions not applicable to our problem. It is also noted that sequential estimation methods such as Particle Filter and Kalman Filter have been widely used for target tracking [23]. Their purpose is to correct a trajectory given noisily observed locations, which does not apply to our case because we observe only fingerprints but not locations and need to estimate locations from these fingerprints. However, these filters can easily be integrated into our framework as a way to further enhance the location of each fingerprint after it is estimated.

III. PROBLEM FORMULATION

Consider a mobile device moving according to an unknown trajectory. Its fingerprints are obtained over time in a stream manner, $x_1, x_2, ..., \text{ where the time is discretized into time steps } 1, 2, ..., \text{ Each fingerprint is a } m\text{-dimensional point,
\[ x_i \in \mathcal{X} \subset \mathbb{R}^m \], where \( m \) is the number of fingerprint features, e.g., RSSI from different Wi-Fi APs, readings from inertial measurement units (accelerometer, gyroscope, magnetometer), and any location-discriminative feature that is available with the device, etc. Denote by \( y_i \in \mathcal{Y} \subset \mathbb{R}^d \) the location corresponding to \( x_i \), where \( d \) is the location dimensionality. For ease of presentation, let \( d = 1 \) and so \( y_i = y_i \) is a real-valued scalar; the case \( d > 1 \) will be discussed later.

A fingerprint is said to be “labeled” if it is accompanied with a known location and “unlabeled” otherwise. A fingerprint may be observed with or without a location label, which is unpredictable. When a labeled fingerprint is available, it will be a new training fingerprint for our algorithm. Therefore, although we do not have all the training fingerprints available at once, they come impromptu during the fingerprint stream. We may be observed with or without a location label, which is unpredictable. When a labeled fingerprint is available, it will be a new training fingerprint for our algorithm. Therefore, although we do not have all the training fingerprints available at once, they come impromptu during the fingerprint stream. Notation \( h_i \) represents whether a fingerprint \( x_i \) is labeled \( (h_i = 1) \) or unlabeled \( (h_i = 0) \). We want to determine a real-time location estimator \( f : \mathcal{X} \rightarrow \mathbb{R} \) so that the estimated location at time \( t \) for the sequence of fingerprints \( \{x_1, x_2, \ldots, x_t\} \) will be \( f(x_t) \) which, ideally, should equal the ground-truth \( y_t \) (unknown except for the labeled fingerprints).

A. Assumptions and Constraints

Our assumption regarding the availability of labeled fingerprints during the fingerprint stream is reasonable because (1) it is necessary: localization is impossible otherwise, and (2) it is practically doable: these location labels can be made available, for example, by crowdsourcing over the time or placing a number of “device-readable” location labels (e.g., RFID tags) in different locations in the area so a mobile device can read when it is traveling nearby. In application scenarios mentioned in §I, the labeled fingerprints are obtained when the AUV surfaces to get GPS fixes or when the GPS is enabled on a smartphone (GPS previously turned off due to energy saving or lost in harsh environments).

The main constraint we set for the online fingerprint tracking problem is that at any positioning time we can afford only a constant-size budget of fingerprint information, based on which location computation is performed. In other words, at any time \( t \), the only new information we receive is the new fingerprint \( x_t \) and all the information we can use for the computation is just a constant-size representation of the fingerprint history including the new fingerprint. As such at no time can we assume to know about all the fingerprints observed in the past.

B. Optimization Approach

We formulate the problem as a regularization problem assuming to know all the fingerprints and then seek an online solution with constant-bounded space and time complexities to best approximate the exact solution to this problem.

Ideally, the estimated location of a labeled fingerprint should match its given location. Therefore, our first goal is to minimize the estimation error with respect to the labeled fingerprints. This is quantified by minimizing

\[
\min_f \left\{ E(f) = \sum_{i=1}^{t} h_i (f(x_i) - y_i)^2 \right\}. \tag{1}
\]

Our second goal is to maximize the temporal smoothness in the fingerprint space. The fingerprints obtained in consecutive moves of the device should correspond to nearby locations whose distance should be constant between accelerations. To exploit this property, we want the location estimator to minimize the following quadratic functional:

\[
\min_f \left\{ T(f) = \sum_{i=3}^{t} (f(x_i) + f(x_{i-2}) - 2f(x_{i-1}))^2 \right\}. \tag{2}
\]

In practice, other optimization goals may be introduced to better satisfy the kinetic properties of the deployed application. Since we want to devise a general framework, without such knowledge, we focus only on the two goals above. To optimize these individual goals, we combine them into a single risk function. Specifically, the location estimator \( f \) we are seeking is a function that belongs to \( \mathcal{H}_K \), the reproducing kernel Hilbert space (RKHS) associated with a positive definite kernel function \( K(x_i, x_j) = \exp \left( \frac{-|x_i - x_j|^2}{2\gamma^2} \right) \) (for some constant \( \gamma \)), implementing the inner product, and that is the solution minimizing the following regularized empirical risk:

\[
\min_f \left\{ J(f) = E(f) + \lambda_T T(f) + \lambda_K \| f \|_K^2 \right\}, \tag{3}
\]

where the last term is added to make the minimization problem well-posed; here, \( f \) is preferred to be smooth with respect to kernel \( K \) (the norm in this term is defined using the inner product associated with the kernel) and coefficient \( \lambda_K > 0 \) can be set to a small value, sufficiently small to make the optimization solvable. The regularization coefficient \( \lambda_T \in (0, \infty) \) regulates the importance of temporal smoothness in the optimization of the risk.

It is noted that our problem is similar to the semi-supervised learning problem in machine learning insofar as we need to predict labels for unlabeled points given a set of points, labeled and unlabeled. Therefore, an intuitive approach is to use manifold regularization [18] as in earlier work on fingerprint-based (non-tracking) localization [19], [20]. Our evaluation study will later show this framework less effective than our regularization framework.

C. Optimality

Theoretically, an optimal solution can be found for \( f \) that minimizes the \( J(f) \) in Eq. (3) at any time \( t \) if we know all the fingerprints observed from time 1 to time \( t \). First, we denote the following matrices: \( f = [f(x_1), f(x_2), \ldots, f(x_t)]^T \), \( y = [y_1, y_2, \ldots, y_t]^T (y_i \text{ is set to zero by default for unlabeled } x_i) \), \( H = \text{diag}(h_1, h_2, \ldots, h_t), \) the identity matrix \( I = \text{diag}(1, 1, \ldots, 1) \), and \( B = [b_{ij}]_{t \times t} = D^\top D \) where \( D \)
is the second-order difference matrix
\[
D = \begin{pmatrix}
1 & \text{if } (i \geq 3) \land (j = i \lor j = i - 2) \\
-2 & \text{if } (i \geq 3) \land (j = i - 1) \\
0 & \text{otherwise}
\end{pmatrix}_{t \times t}
\]
Then, we can compute the optimal \( f \) as follows.

**Proposition III.1.** The minimizer of risk \( J(f) \) admits the following solution, in matrix form,
\[
f = (\lambda_K I + KH + \lambda_T KB)^{-1} KH y.
\]

**Proof:** Express the functionals in Eqs. (1) and (2) in matrix form as follows: \( E(f) = (f - y)^\top H (f - y) \), \( T(f) = f^\top B f \).
In the matrix form, \( \|f\|_K^2 = \alpha^\top K \alpha \). Thus, the risk \( J(f) \) in Eq. (3) can be expressed in matrix form,
\[
J(f) = (f - y)^\top H (f - y) + \lambda_T f^\top B f + \lambda_K \alpha^\top K \alpha = f^\top (H + \lambda_T B) f - 2y^\top H f + y^\top H y + \lambda_K \alpha^\top K \alpha = \alpha^\top Q \alpha - 2y^\top HK \alpha + y^\top H y.
\]
where \( Q = K (\lambda_K I + (H + \lambda_T B) K) \). To minimize \( J \), set its derivative with respect to \( \alpha \) to zero,
\[
\frac{\partial J}{\partial \alpha} = (Q + Q^\top) \alpha - 2KHy = 0.
\]
Since \( K, H, B, \) and \( L \) are symmetric matrices, we have \( Q^\top = Q \) and so Eq. (5) becomes
\[
2 (\lambda_K I + K (H + \lambda_T B)) \alpha - 2KHy = 0
\]
\[
(\lambda_K I + K (H + \lambda_T B)) \alpha - KHy = 0
\]
\[
\Rightarrow f = (\lambda_K I + KH + \lambda_T KB)^{-1} KH y.
\]

Our approach is to transform the original optimization problem to a more compact version using only the knowledge about the representative fingerprints.

We rewrite the estimation error with respect to the labeled fingerprints \( E(f) \) as
\[
E(f) = \sum_{i=1}^{t} h_i (f(x_i) - y_i)^2
\]
where \( H = \text{diag}(\bar{h}_1, \bar{h}_2, ..., \bar{h}_k) \) and \( \bar{h}_i = m_i \) if fingerprint \( x_i \) is labeled with corresponding known location \( \bar{y}_i \) and \( \bar{h}_i = 0 \) otherwise.

We rewrite the regularization term \( T(f) \) as
\[
T(f) = f^\top B f = \sum_{i=1}^{t} \sum_{j=1}^{t} f(x_i) \sum_{q \mid |x_q| = x_j} b_{ij}
\]
where \( B = [\bar{b}_{ij}]_{k \times k} \).

Intuitively, \( B \) is a compact version of \( B \) by merging (summing up values of) all the entries in \( B \) whose row/column indices correspond to fingerprints having identical values.

Consequently, the original minimization problem (3) is equivalent to an exact same minimization problem except that the given fingerprints are \( \{x_i\} \) instead of \( \{x_i\} \) and the \( k \times k \) matrices \( H, B, \) and \( K = [k_{ij} = K(x_i, x_i)]_{k \times k} \) are used instead of \( H, B, \) and \( K \), respectively. Applying Proposition III.1 on the latter problem, which is more compact, we obtain the following result.

**Corollary IV.1.** The minimizer of risk \( J(f) \) admits the solution, in matrix form, \( f = [f(x_1), f(x_2), ..., f(x_t)] \) where its \( i \)th entry is the \( j \)th entry of the column vector
\[
f = (\lambda_K \bar{I} + K\bar{H} + \lambda_T KB)^{-1} \bar{K}H y,
\]
such that \( x_i = \bar{x}_j \). (Here, \( \bar{I} \) is the identity matrix of size \( k \times k \).

This corollary suggests that instead of using a \( O(t^3) \)-time and \( O(t^2) \)-space algorithm for computing Eq. (4) we can
obtain an exact solution by computing Eq. (6), which involves manipulation of matrices of size $k \times k$ only; hence, $O(k^3)$-time and $O(k^2)$-space complexities. Therefore, if $k$ is kept small, we have a much more efficient algorithm. However, if we use the exact multi-set representation for the set of fingerprints, we cannot predict the growth of $k$ as $t$ increases. Therefore, we approximate this set with a fix-sized buffer of up to $k$ (constant) representative fingerprints and perform location estimation based on the content of this buffer only. Algorithmic details are provided below.

A. Representative Buffer

At any time $t$ we maintain a buffer $B_t = \{(\tilde{x}_i, \tilde{m}_i, \tilde{y}_i)\}_{i=1}^k$ of up to $k$ (constant) representative fingerprints $\tilde{x}_1, \tilde{x}_2, \ldots, \tilde{x}_k \in \{x_1, x_2, \ldots, x_t\}$, where there is a count $\tilde{m}_i$ for $\tilde{x}_i$, counting the number of fingerprints it represents. In this approximation, each fingerprint is approximated by its closest representative. Here, $\tilde{y}_i$ is the location of $\tilde{x}_i$ if it is labeled and zero otherwise. We use the notation ($\tilde{\cdot}$) to mean “approximate” to distinguish from ($\cdot$) which means “exact”.

The representative fingerprints in the buffer are the $k$ centers, as in the well-known metric $k$-center clustering problem, of the fingerprint set, i.e.,

$$[\tilde{x}_1, \tilde{x}_2, \ldots, \tilde{x}_k] = \arg\min_{[x_1, x_2, \ldots, x_k]} \left( \max_{1 \leq j \leq t} \left( \min_{1 \leq i \leq k} \|x_j - \tilde{x}_i\| \right) \right).$$

We use the $k$-center representatives because this is a good compact representation of the fingerprint graph in terms of spatial representativity (unlikely for two fingerprints with similar values to be both selected centers) and temporal representativity (unlikely for two fingerprints observed in similar times to be both selected centers).

To update these $k$ centers incrementally each time a new fingerprint is added, we derive an algorithm based on a modified version of a well-known incremental $k$-center algorithm, the Doubling Algorithm by Charikar et al. [24], with one revision that we prefer labeled fingerprints to serve as centers. Specifically, we enforce two rules: (1) when the new fingerprint needs to join an existing cluster, it prefers to be represented by a center that is labeled, and (2) in the re-clustering process when the number of centers exceeds $k$, labeled fingerprints are selected first to serve as centers. More presence of labeled fingerprints in the representative set should result in more information useful for the location prediction.

B. Location Estimation

Similar to how we denote the matrices $\tilde{H}$ and $\tilde{B}$ for the exact multi-set, we denote the corresponding matrices $H$ and $B$ for the set of fingerprints in $B_t$. Matrix $H$ simply is $\text{diag}(h_1, h_2, \ldots, h_k)$ where $h_i = \tilde{m}_i$ if fingerprint $\tilde{x}_i$ is labeled and $h_i = 0$ otherwise. To compute the matrix $B$, we update its entries $\{b_{ij}\}_{k \times k}$ incrementally during the same time as the buffer is being updated. Initially, at time zero, $b_{ij}$ is set to 0 for every $i, j \leq k$. Suppose that the current buffer is $\{\tilde{x}_1, \tilde{x}_2, \ldots, \tilde{x}_k\}$ when we receive a new fingerprint $x_t$. As discussed earlier, the buffer update consists in two steps: (1) assign a representative to the new fingerprint and (2) re-cluster the representatives if necessary (when there are more than $k$ of them).

In the first step, suppose that $x_t$ is assigned to some representative $\tilde{x}_i$. Because of this new assignment, only $\{b_{ij}, b_{ij}\}$ for all $j \leq k$ need to be updated. This update simply is

$$\tilde{b}_{ij} + \sum_{q|\tilde{x}_q \rightarrow \tilde{x}_j} b_{iq}, \quad \tilde{b}_{ji} + = \sum_{q|\tilde{x}_q \rightarrow \tilde{x}_j} b_{iq}.$$

Here, “$\rightarrow$” denotes the assignment of a fingerprint to a representative. Note that $B = \tilde{B} \tilde{D} \tilde{D}^T$ is the following pentadiagonal matrix

$$
\begin{bmatrix}
1 & -2 & 1 & 0 & \ldots & \ldots & \ldots & 0 \\
-2 & 5 & -4 & 1 & 0 & \ldots & \ldots & 0 \\
1 & -4 & 6 & -4 & 1 & 0 & \ldots & 0 \\
0 & 1 & -4 & 6 & -4 & 1 & \ldots & 0 \\
0 & 0 & 1 & -4 & 6 & -4 & 1 & \ldots \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
0 & \ldots & 0 & 1 & -4 & 6 & -4 & 1 \\
0 & \ldots & \ldots & 0 & 1 & -4 & 5 & -2 \\
0 & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & 1
\end{bmatrix}_{t \times t}
$$

where all its entries $b_{pq}$ is zero except when $|p - q| \leq 2$. Therefore, $\tilde{b}_{ij}$ and $(\tilde{b}_{ij})$ can be efficiently computed as

$$\tilde{b}_{ij} + = \begin{cases} 
\tilde{b}_{i-1,t} & \text{if } x_{i-1} \rightarrow \tilde{x}_j \land x_{i-2} \not\rightarrow \tilde{x}_j \\
\tilde{b}_{i-2,t} & \text{if } x_{i-1} \not\rightarrow \tilde{x}_j \land x_{i-2} \rightarrow \tilde{x}_j \\
\tilde{b}_{i-1,t} + \tilde{b}_{i-2,t} & \text{if } x_{i-1} \not\rightarrow \tilde{x}_j \land x_{i-2} \not\rightarrow \tilde{x}_j \\
0 & \text{otherwise.}
\end{cases}$$

For this computation to be possible, in addition to the buffer itself, we also always keep track of which fingerprints in the buffer represent the two latest fingerprints ($x_{t-1}, x_{t-2}$). It is also important to note that at each new step $t$, the entry $b_{i-1,t-1}$ changes value from 1 (earlier value at time $t-1$) to 5 (value at time $t$). Similarly, $b_{i-2,t-2}$ changes value from 5 to 6, and $b_{i-1,t-2}$ and $b_{i-2,t-1}$ both from $-2$ to $-4$. The values of the other entries of matrix $B$ are not changed. Consequently, supposing that $x_{t-1} \not\rightarrow \tilde{x}_j$, and $x_{t-2} \rightarrow \tilde{x}_j$, we need to make the following updates:

$$\tilde{b}_{j,1} = 4, \quad \tilde{b}_{j,2} = 1, \quad \tilde{b}_{j,3} = -2.$$

The total time for updating $\tilde{B}$ in this step is $O(k)$.

In the second step, which takes place only if there are more than $k$ representative fingerprints in the buffer, we need to re-cluster them. This step involves merging of the representatives. Each time a representative $\tilde{x}_i$ is collapsed into another representative $\tilde{x}_i$ (lines 25-26), we make the following update:

$$\forall 1 \leq j \leq k, j \neq l : \quad \tilde{b}_{ij} + = \tilde{b}_{jl}, \quad \tilde{b}_{ji} + = \tilde{b}_{jl} \quad \forall 1 \leq j \leq k : \quad \tilde{b}_{ij} = \tilde{b}_{jl} = 0.$$

The time complexity for updating $\tilde{B}$ in the re-clustering step, if it occurs, is also $O(k)$.

After matrix $\tilde{B}$ has been updated the location estimation is simply an application of Eq. (6) in Corollary IV.1 where
we use $\mathbf{H}$, $\mathbf{B}$, and $\mathbf{K}$ instead of $\mathbf{H}$, $\mathbf{B}$, and $\mathbf{K}$. The total time complexity for estimate the location of each fingerprint is dominated by the time to compute inverse matrices; hence, $O(k^3)$. We have so far assumed that the location is 1D. For 2D or 3D localization, we simply apply the same algorithm separately for each coordinate.

Our algorithm is a parametric algorithm as it assumes given values of two main parameters, (1) $k$: the number of $k$-centers as a sparse representation of the whole fingerprint set; and (2) $\lambda_T$: the regularization coefficient for temporal smoothness. The localization error depends on how we choose values for these parameters. The choice of $k$ provides a tradeoff between efficiency and accuracy: a larger value is better for accuracy but worse for computation. Therefore, this decision should be made by the application. For example, one could consider a pay-for-quality policy: additional fee is charged for better resolution of tracking accuracy. Choosing $\lambda_T$ in an automated way is not trivial, which is the same challenge as often seen in regularization frameworks. In any case, $\lambda_T$ should depend on the label rate reciprocally; the more often we see a labeled fingerprint in the stream, the less smoothing is needed.

V. Evaluation

Our evaluation study is focused on validation of our regularization framework and with respect to the optimization goal in this framework how well the proposed online algorithm approximates the batch algorithm. The batch algorithm assumes an infinite buffer and so at the time of estimating the location for each fingerprint this algorithm has access to all the fingerprints previously obtained. The localization time and error are the metrics for comparison. The localization time is computed as the average time to compute the location for each individual unlabeled fingerprint. The location error (up to time $t$) is computed as the average “individual” location error for unlabeled fingerprints over the path traveled from the beginning (up to time $t$). The “individual” error corresponding to a fingerprint $x_i$ is the Euclidean distance between its location estimate at time $t$ and its ground-truth location.

The evaluation was conducted with two different trajectories, shown in Figure 1, experimented on the floor of the Computer Science (CS) department and on the upper-level floor of the Campus Center (CC) at our university. The CS-trajectory (Figure 1(a)) is a sequence of 185 Wi-Fi RSSI fingerprints at 185 locations (24 APs heard per location). The CC-trajectory (Figure 1(b)) is a sequence of 124 Wi-Fi RSSI fingerprints (39 APs heard per location). In each trajectory, the labeling status of each point is determined based on a label rate $p_l \in \{0.1$ (low), $0.5$ (medium), $0.9$ (high)\}. For each choice of $p_l$, the results are averaged over five random runs. The range of values for the regularization coefficient is $\lambda_T \in \{0, 10^{-5}, 10^{-7}, ..., 10^{-1}, 1\}$, representing ten different scales. Parameter $k$ varies from 10% to 100% of the sequence length. Parameter $\gamma$ in the kernel function is set to 1 and parameter $\lambda_K$ is set to $10^{-6}$ which is small enough to make our minimization problem solvable.

A. Validation of the Regularization Framework

As discussed in §III-B, manifold regularization (MR) [18] is used in earlier work on fingerprint-based localization [19], [20]. The manifold approach is aimed to minimize the objective function $\min_f \{J(f) = E(f) + \lambda_S S(f) + \lambda_K \|f\|^2_K\}$, where the regularization term $S(f)$ represents the property that fingerprints of similar values should be located nearby, $S(f) = \sum_{i=1}^{n} \sum_{j=1}^{n} w(x_i, x_j)(f(x_i) - f(x_j))^2$; here, $w(x_i, x_j)$ is a similarity measure between $x_i$ and $x_j$ and the coefficient $\lambda_S \in (0, \infty)$ controls the importance of minimizing $S(f)$. Our regularization approach uses a different regularization term, $T(f)$ in Eq. (2), to regularize temporal smoothness.

We compare these two regularization frameworks in terms of how effective they are leading to good localization accuracy, using their respective best coefficients $\lambda_T$ (our framework) and $\lambda_S$ (MR), found as a result of an offline cross-validation procedure. Figure 2 provides a summary of the comparison for both the CS-trajectory and CC-trajectory, showing the location error over the time, which is averaged across all cases of label rate. It is observed that throughout the travel path of the device, our regularization approach results in substantially better location error. Another observation favoring our framework is that its error converges to a stable value quickly as more fingerprints are observed whereas MR’s error keeps increasing before showing any sign of convergence. These results validate the use of the temporal smoothing term in our regularization framework. Next, we turn the focus to the comparison between the proposed algorithm and the batch algorithm.

B. Localization Time is an Obvious Advantage

The main advantage of the online algorithm is its computation time. It has $O(k^3)$ time complexity, which is constant with respect to the time $t$, whereas the batch algorithm’s time complexity is $O(t^3)$. Figure 3 provides an illustration of this advantage for both trajectories in the study; here the time information is shown in logarithmic scale for $\lambda_T = 10^{-4}$ and $p_l = 0.5$ but similar results are observed for the other choices of these parameters. As expected, the localization time exhibits a cubic growth until the buffer reaches its capacity ($k$ in the online algorithm and no limit in the batch algorithm). Regardless of how large the buffer is, as long as its size is fixed, eventually the computation time will converge to a stable value that does not increase even when the fingerprint

![Fig. 2. Comparison to manifold regularization in terms of location error over time, averaged across all cases of label rate.](image-url)
stream gets longer. The cubic growth in time renders the batch algorithm extremely inefficient in practice where the tracking is required for an extended period of time.

C. Location Accuracy Can Compete

While the computation time advantage is obvious, the trade-off, as in any online algorithm, is possible loss in accuracy. In our study, we have found that in spite of using less information to make prediction, our algorithm can be as accurate as the batch algorithm. For example, Figure 4 shows that for CS-Trajectory when 50% of the fingerprint stream is unlabeled, using a buffer only 20% of the fingerprint stream length, the online algorithm results in a trajectory (Figure 4(a)) almost identical to that of the batch algorithm (Figure 4(b)), and this trajectory closely resembles the ground-truth trajectory (Figure 4(c)); similar result is obtained for CC-Trajectory. Location estimates for the first few fingerprints are not good due to lack of labeled information but the accuracy improves over the time. Although these results represent only one case of study where $\lambda_T$ is set to $10^{-4}$, it is an evidence that it is possible to achieve comparable tracking quality even when using only a constant-size buffer of the fingerprint stream. It is noted that here we plot the location estimated for each sequential fingerprint instantly at the time it is observed. If we want, we can use the latest location estimator at any point in time to obtain even better estimates for all the unlabeled fingerprints in the past up to this time. These enhanced estimates are useful if there is a need for a posterior fix of the trajectory.

D. Analysis of Location Error

Numerical analysis of location error with different parameter choices is discussed in this section. Figure 5 shows the location error for both CS-Trajectory and CC-Trajectory as the buffer size changes, for difference choices of $\lambda_T$ and $p_l$. It is expected that the error should decrease as the label rate increases, but we want to emphasize the importance of choosing an appropriate value for $\lambda_T$. It is observed that temporal smoothness regularization ($\lambda_T > 0$ vs. $\lambda_T = 0$) does help with the localization accuracy. On the other hand, too much regularization ($\lambda = 1$) does not offer the best result. The best result is obtained when the right extent of regularization is enforced. The best choice seems to be $\lambda_T \in (10^{-5}, 10^{-4})$ for either trajectory. With this choice, depending on the label rate (low/medium/high), we can obtain an error as good as 15m/5m/3.5m for CS-Trajectory (Figures 5(a, b, c)) and 20m/10m/3m for CC-Trajectory (Figures 5(d, e, f)).

Comparing the online algorithm with the batch algorithm, Figures 5(g, h, i) show the ratio between the location error of the online algorithm and that of the batch algorithm for all choices of $\lambda_T$ for both CS-Trajectory and CC-Trajectory. What is noticeable here is that the online algorithm can be well-approximative of the batch algorithm. The approximation factor quickly approaches 1 when the buffer size increases ($k \geq 30\%$). Especially, when the label rate is high enough, e.g., when $p_l = 0.5$, this factor is less than 1.2 for CS-Trajectory and less than 1.6 for CC-Trajectory, even when the buffer size is only 10% of the length of the fingerprint stream.

It is noted that while our way to achieve good tracking accuracy is by minimizing the regularized risk, this approach is just a heuristic. It is not an absolute guarantee that if this risk is minimized than the localization accuracy will be optimal. This explains why in some cases of CS-Trajectory, as seen in Figures 5(b, c), the online algorithm actually outperforms the batch algorithm, which makes the former even more favorable.

VI. Conclusions

We have addressed the problem of real-time fingerprint-based tracking of mobile devices, assuming that the training data arrives in a stream manner instead of being available
all at once and requiring that only a limited buffer may be used for processing. We have proposed an online algorithm framework based on two key ideas: formulate the tracking problem as an optimization problem with a regularization term to regulate temporal smoothness, a fingerprint property evident in real-world mobility, and solve this optimization problem approximately using only a constant-bounded buffer of information which is a sparse representation of the entire fingerprint stream. A clear advantage is in the computational efficiency; our algorithm can scale regardlessly of however long the fingerprint stream can grow. In terms of localization error, our evaluation study has shown that the proposed framework can offer a convincing approximation to the batch algorithm approach. As the latter has limited use in practice due to its prohibitive computational costs, our research offers an alternative solution that is substantially faster and more efficient. A key challenge remains though; that is, we need a way to automatically determine the regularization coefficient. This will be the focus of our immediate future work.
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Fig. 5. Location error for CS-Trajectory (a, b, c) and CC-Trajectory (d, e, f) as buffer size increases; (g, h, i) Ratio of location error relative to the batch algorithm’s error as buffer size increases, where each curve corresponds to CS-Trajectory (dashed-line) or CC-Trajectory (solid-line) in each case of $\lambda_T$.
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