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ABSTRACT
Neuronal signaling is one of several approaches to network nanomachines in the human body. This paper formulates a noisy optimization problem for a neuronal signaling protocol based on Time Division Multiple Access (TDMA) and solves the problem with a noise-aware optimizer that leverages an evolutionary algorithm. The proposed optimizer is intended to minimize signaling latency by multiplexing and parallelizing signal transmissions in a given neuronal network, while maximizing signaling robustness (i.e., unlikeliness of signal interference). Since latency and robustness objectives conflict with each other, the proposed optimizer seeks the optimal trade-offs between them. It exploits a nonparametric (i.e., distribution-free) statistical operator because it is not fully known what distribution(s) noise follows in each step/component in neuronal signaling. Simulation results show that the proposed optimizer efficiently obtains quality TDMA signaling schedules and operates a TDMA protocol by balancing conflicting objectives in noisy environments.

Categories and Subject Descriptors
C.2.2 [Computer-Communication Networks]: Network Protocols; C.3 [Special-purpose and Application-based Systems]: Signal processing systems; I.2.8 [Artificial Intelligence]: Problem Solving, Control Methods, and Search—Heuristic methods
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1. INTRODUCTION
A nanoscale system consists of one or more nanomachines, which are nanoscale devices that perform simple computation, sensing and/or actuation tasks [17, 25]. Nanomachines may be man-made devices built in the top-down approach, downscaling the current microelectronic and micro-electromechanical technologies, or in the bottom-up approach, assembling synthesized nanomaterials such as graphene nanoribbons and carbon nanotubes. Alternatively, nanomachines may be bio-hybrid, integrating man-made nanostructures with biological materials such as DNA strands and genetically engineered cells, or bio-enabled, synthesizing biological materials without man-made nanostructures [9, 21].

An emerging design strategy for nanoscale systems is to network nanomachines for operating in larger physical spaces in higher spatial and temporal resolutions. Although individual nanomachines are limited in computation, sensing and actuation capabilities, an assembly of nanomachines can potentially organize into a “large-scale” network that spreads on centimeter to meter scale and collaboratively performs tasks that no individual nanomachines could.

Molecular communication is one of a few options to network nanomachines. It utilizes molecules as a communication medium between nanomachines [17, 25]. Due to its advantages such as inherent nanometer scale, biocompatibility and energy efficiency [9], a key application domain of molecular communication is intrabody nanonetworks where nanomachines are networked to perform sensing and actuation tasks for biomedical and prosthetic purposes. Those tasks include in-situ physiological sensing, biomedical anomaly detection, targeted drug delivery, medical operations with cellular/molecular level precision, neural signal transduction and neuromuscular implant control.

This paper focuses on molecular communication that utilizes neurons as a primary component to build intrabody nanonetworks. A neuron-based intrabody nanonetwork consists of a set of nanoscale sensor/actuator nodes and a network of neurons that are artificially formed into a particular topology. It allows individual nodes to interface with neurons and communicate to other nodes with neuronal (i.e., electrochemical) signals through a chain of neurons.

This paper formulates a noisy multiobjective optimization problem for a neuronal signaling protocol, called Neuronal TDMA, and approaches the problem with a noise-aware evolutionary multiobjective optimization algorithm (EMOA). Neuronal TDMA performs single-bit Time Division Multiple Access (TDMA) scheduling for individual nodes to activate their nearby neurons and multiplex/parallelize signal transmissions in a given neuronal network.

The proposed EMOA heuristically seeks the optimal TDMA schedules (i.e., which neurons to activate and when to activate them to trigger signal transmissions) for nodes by evolving a set of solution candidates (or individuals) toward the optima through generations. Each individual represents a particular TDMA schedule for individual nodes. The proposed EMOA is designed to address two important issues in neuronal signaling: interference and noise. When differ-
ent signals attempt to travel through a neuron simultaneously, they interfere (or collide) with each other [3]. This leads to the loss or corruption of information encoded with the signals. The proposed EMOA is designed to avoid signal interference to ensure that signals reach the destination while multiplexing/parallelizing signal transmissions to improve performance measures such as signaling latency.

Neuronal signaling is inherently noisy [6]. For example, thermal, current and chemical noise affects the latency of signal transmission. Due to noise, the same individual (i.e., TDMA schedule) can yield different performance measures from time to time. This degenerates individual-to-individual comparison; for example, the proposed EMOA may mistakenly judge that an inferior individual outperforms a superior one. More importantly, noise can cause signal interference unexpectedly. Even if the proposed EMOA determines a feasible individual, which is designed to perform interference-free signaling, the individual may actually become infeasible, causing signal interference, due to noise.

The proposed EMOA performs a statistical noise-aware operator for individual-to-individual comparison. (Individual-to-individual comparison operators are often called dominance operators in the area of EMOAs.) Using the noise-aware operator, called the α-dominance, the proposed EMOA is designed to seek the Pareto-optimal individuals (TDMA schedules) with respect to conflicting optimization objectives: signaling latency and signaling robustness (unlikelihood of signal interference). Simulation results show that the proposed EMOA successfully allows Neuronal TDMA to perform signal transmissions in noisy environments and reveals the trade-offs between signaling latency and robustness. It is also verified that the α-dominance operator outperforms existing noise-aware operators.

3. BACKGROUND

This section provides preliminaries on neuronal signaling and neuron-based intrabody sensor-actuator networks.

3.1 Neuronal Signaling

Neurons are a fundamental component of the nervous system, which includes the brain and the spinal cord. They are electrically excitable cells that process and transmit information via electrical and chemical signaling.

A neuron consists of cell body (or soma), dendrites and axon (Figure 1) [3]. A soma varies from 4 to 100 micrometers in diameter. Dendrites are thin structures that arise from the soma. The length of a dendrite is up to a few hundred micrometers. Dendrites receive the majority of inputs to a neuron. An axon is a cellular extension that arises from the soma. It travels through the body in bundles called nerves. Its length can be over one meter in the human nerve that arises from the spinal cord to a toe.

Neurons are connected with each other to form a network(s). They communicate via synapses, each of which is a junction between two neurons. A synapse contains molecular machinery that allows a (presynaptic) neuron to transmit a chemical signal to another (postsynaptic) neuron. Signals are transmitted from the axon of a presynaptic neuron to a dendrite of a postsynaptic neuron. An axon transmits an output signal to a postsynaptic neuron, and a dendrite receives an input signal from a presynaptic neuron.

Presynaptic and postsynaptic neurons maintain voltage gradients across their membranes by means of voltage-gated ion channels, which are embedded in the presynaptic membrane to unbalance intracellular and extracellular concentrations of ions (e.g., Ca^{2+}) [24]. Changes in the cross-membrane ion concentration (i.e., voltage) can alter the function of ion channels. If the concentration changes by a large enough amount (e.g., approx. 80 mV in a giant squid), ion channels start pumping extracellular ions inward. Upon the increase in intracellular ion concentration, the presynaptic neuron releases a chemical called a neurotransmitter (e.g., acetylcholine), which travels through the synapse from...
the presynaptic postsynaptic neuron. The neurotransmitter
electrically excites the postsynaptic neuron, which in turn
generates an electrical pulse called an action potential. This
signal travels rapidly along the neuron’s axon and activates
synaptic connections (i.e., opens ion channels) when it ar-
vives at the axon’s terminals. This way, an action potential
triggers cascading neuron-to-neuron communication.

Figure 2 shows how Ca\(^{2+}\) concentration changes in a neu-
ron. When the concentration peaks, the neuron releases a
neurotransmitter(s) and goes into a refractory period \(T_r\)
in Figure 2), which is the time required for the neuron to
replenish its internal Ca\(^{2+}\) store. During \(T_r\), it cannot pro-
cess any incoming signals. The refractory period is approx-
imately two milliseconds in a giant squid.

3.2 Neuron-based Intrabody Nanonetworks

This paper assumes neuronal signaling in a three-dimensional
network of natural neurons that are artificially grown and
formed into particular topology patterns. This assumption
is made upon numerous research efforts to grow neurons on
substrates [18] and form topologically-specific neuronal net-
works [14, 16, 20, 29].

Figure 3 illustrates a schematic neuron-based intrabody
nanonetwork. It contains an artificially-grown neuronal net-
work and several nanomachines such as sensors and a sink.
Sensors utilize neuronal signaling to deliver sensor data to a
sink. As a potential application, sensors may periodically
monitor certain physiological status and report physiological
data or biomedical anomalies to the sink. The sink may
work as a transducer that converts incoming electrochemical
signals to electrostatic or electromagnetic signals. Electro-
static signals may carry sensor data to an on-body (i.e., ep-
dermal) device(s) through a body-coupled communication
scheme [19, 31]. Electromagnetic signals may carry sensor
data to an around-body device(s) such as a smartphone and
tablet computer.

This paper assumes that nanomachines (e.g., sensor and
sink nodes) interact with neuronal networks in a non-invasive
manner. This means that it is not required to insert partic-
ular materials (e.g., carbon nanotubes) into neurons so that
nanomachines can trigger and receive signals. For example,
nanomachines may use chemical agents (e.g., acetylcholine
and mecamylamine [1]) or light [11, 12].

Other potential applications are neurointerfaces that lever-
age in-situ sensing and actuation for prosthetic devices; for
example, neuroprosthetic bladder control (Figure 4). In a
normal bladder, a sensory nerve senses that the bladder is
full of urine and transmits a sensory signal (i.e., the blad-
er’s sense of fullness) to the brain. Whenever appropriate,
the brain sends out a control signal through the spinal cord
to contract the bladder, relax the sphincter and trigger uri-
nation. However, nervous system disorders (e.g., spinal cord
injuries and subsequent paralysis) can disrupt those signals
to/from the brain and eliminate the fullness sensation and
muscle control. A person with this kind of disorder is forced
to empty his/her bladder with a catheter.

In-situ sensing and actuation can help correct inconti-
nence. In Figure 4, a particular portion of a spinal nerve,
called dorsal root ganglion, is teased out and interfaced
to sensor nodes. The sensors intercept neuronal signals
from the nerve and forwards them to the sink node. The
sink may determine whether the bladder is full, and if it
is full, transmits electrostatic or electromagnetic signals to
an on/around-body node(s), which in turn notify the blad-
ner’s fullness to the patient. A neurostimulator(s) connected
to the nerve issues high-frequency stimulation to prevent
the bladder from emptying itself. Whenever ready to uri-
nate, the patient uses his/her on/around-body node to issue
an electrostatic or electromagnetic signal to a subepidermal
node, which in turn transduces the signal to a neuronal elec-
trochemical signal and transmits it to in-situ a neurostimu-
lator(s). Each neurostimulator delivers low-frequency stimu-
lation or stop stimulation so that the bladder to empty.
This intervention can be a less invasive alternative to the
current state of the art in neuroprosthetic bladder control (e.g., [4]).

Another potential neurointerface application is a bio-hybrid
visual prosthesis. In a normal retina, photoreceptor cells
perform phototransduction, which converts light (visible elec-
tromagnetic radiation) to electrical signals in retinal gan-
glion cells. Ganglion cells are located near the inner surface
of the retina, and their axons extend to the brain. Those
axons form the optic nerve. Ganglion cells receive visual
information from photoreceptor cells by means of electrical
signals and transmits it to the lateral geniculate nucleus of
the thalamus, which in turn projects to the primary visual
cortex in the occipital lobe.

One of treatment strategies for retinal disorders is to use
retinal implants. For example, an implant proposed in [22]
bypasses photoreceptor cells and stimulates the optic nerve
(i.e., ganglion cells) directly with signals from a phototrans-
duction device that is equipped with a video camera.

An emerging design approach is to bypass the optic
nerve as well as photoreceptor cells [30]. A neuron-based
nanonetwork can replace the optic nerve and connect an im-
plant with the lateral geniculate nucleus as a transplanted

![Figure 4: Neuroprosthetic Bladder Control](image_url)

![Figure 5: Neuroprosthetic Visual Pathway](image_url)
visual pathway (Figure 5). The implant contains nanomachines that receive signals (visual information) from a phototransduction device through a wired or wireless means. Cultured neurons are attached onto these nanomachines, and their axons are guided to the lateral geniculate nucleus. This bio-hybrid implant would be useful for patients with diseases in the optic nerve such as glaucoma and diabetic retinopathy.

4. NOISY OPTIMIZATION PROBLEM IN NEURONAL TDMA

Neuronal TDMA performs a single-bit TDMA communication that periodically assigns a time slot to each sensor. Sensors activate (or fire) neurons, one after the other, each using its own time slot. This allows multiple sensors to transmit signals to the sink through the shared neuronal network. Each sensor transmits a single-bit within a single time slot. This single-bit-per-slot design is based on two assumptions: (1) a signal (i.e., action potential) is interpreted with two levels of amplitudes, which represent 0 and 1, and (2) after a signal transmission, a neuron goes into a refractory period. 

As described in Section 1, an important goal of Neuronal TDMA is to avoid signal interference, which occurs when multiple signals fire the same neuron at the same time and leads to corruption of transmitted sensor data at the sink. Signals can easily interfere with each other if sensors fire their neighboring neurons randomly. Neuronal TDMA is intended to eliminate signal interference by scheduling which sensors fire which neurons with respect to time. The proposed EMOA seeks the optimal TDMA schedules for a set of sensors in a given neuronal network.

Figure 6 shows an example neuronal network that has five neurons (n1 to n5) and four nodes (three sensors, s1, s2 and s3, and a sink). Figure 7 illustrates an example TDMA schedule for these sensors to fire neurons. The scheduling cycle period lasts five time slots (T = 5). The sensor s1 fires the neuron n4 to initiate signaling in the first time slot T1. The signal travels through n5 in the next time slot T2 to reach the sink. s2 transmits a signal on n3 in T2. During T2, two signals travel in the neuronal network in parallel. The duration of each time slot (T) in Figure 7) is designed as the sum of three time periods: (1) synaptic delay, which is the time for neurotransmitters to travel through a synapse from a presynaptic neuron or a sensor and generate an action potential in a postsynaptic neuron, (2) intracellular transmission delay, which is the time for an action potential to travel within a neuron (i.e., from its dendrite terminal to its axon terminal) and (3) a refractory period.

4.1 Optimization Constraints and Objectives

The scheduling problem this paper focuses on is defined as an optimization problem where a neuron-based nanonetwork contains M sensors, S = {s1, s2, ..., sM}, and N neurons, N = {n1, n2, ..., nN}. The proposed EMOA is designed to meet two optimization constraints. The first constraint enforces that at most one signal can pass through each neuron in a single time slot. (Otherwise, signal interference occurs.) The second constraint enforces each sensor transmits one signal during the scheduling cycle T. A TDMA schedule is said to be feasible if it never violates constraints. On the contrary, it is said to be infeasible if it violates any of constraints. An example TDMA schedule in Figure 7 is feasible.

The proposed EMOA considers two optimization objectives: signaling latency and signaling robustness. Signaling latency (L) is computed with Equation 1. It indicates how soon the sink receives all signals from all M sensors. It is to be minimized.

\[ f_L = \max_{s_i \in S} t^s_i \]  

(1)

\[ t^s_i \] denotes the arrival time at which the sink receives a signal that s_i transmits. \( f_L \) determines the scheduling cycle period \( T = f_L \). In Figure 7, \( f_L = 5 \).

Signaling robustness (R) indicates the unlikelihood for signals to interfere with each other on shared neurons N_2 = \{n1, n2, ..., nH, ..., nY\} \subset N. Shared neurons are the neurons that sensors share to transmit their signals to the sink. In Figure 6, n2 and n5 are shared neurons. (s2 and s3 share n2, s1, s2 and s3 share n5.) Higher robustness means lower chances of signal interference. \( f_R \) is computed with Equation 2. It is to be maximized.

\[ f_R = \sum_{l=1}^{M} \sum_{m=1}^{M} \sum_{h=1}^{H} I_{a(h)} \left( t^s_h(s_1) - t^s_h(s_m) \right), \quad l \neq m \]  

(2)

\[ t^s_h(s_1) \] denotes the arrival time at which a signal from the l-th sensor s_l arrives at the h-th shared neuron n_h. \( t^s_i(s_1) - t^s_h(s_m) = 0 \) if signals from s_l and s_m interfere on n_h. In Figure 7, s2's and s3's signals pass through n2 in T3 and T4, respectively. Thus, \( t^s_2(s_2) - t^s_2(s_2) = T \). Note that \( I_{a(h)} = 1 \) if \( t^s_2(s_2) > t^s_2(s_2) \); otherwise, \( I_{a(h)} = 0 \).

4.2 Impacts of Noise on Objective Functions

As described in Section 1, this paper considers noise that varies the speed and latency of signal transmissions. Major contributors to noise are variances of synaptic delay and refractory period.

Noise impacts both objective functions (Equations 1 to 2). It impacts \( f_L \), \( f_L \) and \( f_R \) by varying \( t_a \) in Equations 1 and 2. Therefore, they are redefined as follows for signaling in noisy environments.

\[ f^*_L = f_L + \varepsilon L \]  

(3)

\[ f^*_R = f_R + \varepsilon R \]  

(4)

This way, noise-aware objectives are defined with additive noise (\( \varepsilon L \) and \( \varepsilon R \)), which can be positive and negative.

As \( t_a \) varies, signal interference can occur even if the one-signal-per-slot constraint (see Section 4.1) is satisfied. In Figure 7, s2's signal travels on n2 during T3, and s3's signal travels on n2 during T4. This signaling schedule satisfies the one-signal-per-slot constraint; however, the two signals can interfere if s2's signal arrives at n2 sometime in T3 and/or if s3's signal arrives at n2 sometime in T3 due to noise. This means that noise can degenerate a feasible individual (i.e., signaling schedule) to be infeasible.

5. THE PROPOSED EMOA

The proposed EMOA is designed to solve the noisy optimization problem described in Section 4. It iteratively
evolves the population of individuals (i.e., TDMA schedules) via several operators (e.g., crossover, mutation and selection operators) toward the Pareto optima.

Each individual represents a particular TDMA schedule for $M$ sensors. Figure 8 shows the structure of an example individual, which encodes the TDMA schedule in Figure 7. In this example, $s_1$ fires its neighboring neuron, $n_{4}$, in the first time slot $T_1$. $s_2$ and $s_3$ fire $n_2$ and $n_1$ in $T_2$ and $T_3$, respectively.

5.1 The $\alpha$-dominance Operator

This section describes the notion of $\alpha$-dominance. It determines a statistical superior-inferior relationship, called the $\alpha$-dominance relationship, between given two individuals using their objective value samples. It extends a classical dominance relationship [23], in which an individual $i$ is said to dominate an individual $j$ (denoted by $i \succ j$) if the both of the following conditions are hold:

- $i$’s objective values are superior than, or equal to, $j$’s in all objectives.
- $i$’s objective values are superior than $j$’s in at least one objectives.

The $\alpha$-dominance operator takes objective value samples of given two individuals, estimates the impacts of noise on the samples, and determines whether it is confident enough to judge which one is superior/inferior between the two individuals. The operator determines that individual $A$ $\alpha$-dominate individual $B$ (denoted by $A \succ_\alpha B$), if:

- $A$’s and $B$’s objective value samples are classifiable with a statistical confidence level of $\alpha$, and
- $C(A, B) = 1 \land C(B, A) < 1$.

In order to examine the first condition, the $\alpha$-dominance operator classifies $A$’s and $B$’s objective value samples with Support Vector Machine (SVM), and measures a classification error. (See Step 1 in an example shown in Figure 9.) The error ($e$) is computed as the ratio of the number of miss-classified samples to the total number of samples. For evaluating the confidence level ($\alpha$) in a classification error, the $\alpha$-dominance operator computes the classification error’s confidence interval ($e_{\text{int}}$):

$$e_{\text{int}} = e \pm t_{\alpha,n-1} \sigma$$

$t_{\alpha,n-1}$ denotes a single-tail $t$-distribution with $\alpha$ confidence level and $n - 1$ degrees of freedom. $n$ denotes the total number of samples. $\sigma$ is the standard deviation of $e$. It is approximated as follows.

$$\sigma \approx \sqrt{\frac{e}{n}}$$ (6)

If $e_{\text{int}}$ is significant (i.e., if $e_{\text{int}}$ does not span zero), the $\alpha$-dominance operator cannot classify $A$’s and $B$’s samples with the confidence level of $\alpha$. Thus, the operator determines that $A$ and $B$ do not $\alpha$-dominate each other. (See Step 2 in Figure 9.)

If $e_{\text{int}}$ is not significant (i.e., if $e_{\text{int}}$ spans zero), the $\alpha$-dominance operator can classify $A$’s and $B$’s samples with the confidence level of $\alpha$. Thus, the operator examine the aforementioned second condition. (See Step 2 in an example shown in Figure 9.) It measures $C$-metric [33] with a classical notion of dominance ($\succ$) described earlier. $C(A, B)$ denotes the fraction of individual $B$’s samples that at least one sample of individual $A$ dominates:

$$C(A, B) = \frac{|\{b \in B \mid \exists a \in A : a \succ b\}|}{|B|}$$ (7)

If $C(A, B) = 1$, all of $B$’s samples are dominated by at least one sample of $A$. If $C(A, B) < 1$, not all of $A$’s samples are dominated by at least one sample of $B$. The $\alpha$-dominance operator determines $A \succ_\alpha B$ if $C(A, B) = 1$ and $C(B, A) < 1$. If $C(A, B) < 1$ and $C(B, A) < 1$, the operator determines neither $A \succ_\alpha B$ nor $B \succ_\alpha A$. See Figure 9 as well.

Figure 9 shows an example to determine the $\alpha$-dominance relationship between two individuals, $A$ and $B$, with two objectives, $f_1$ and $f_2$, to be minimized. Individual $A$ and $B$ have seven samples each. First, the $\alpha$-dominance operator classifies these 14 samples in the objective space with SVM and computes $e_{\text{int}}$. Suppose SVM produces a classification vector as shown in Figure 9. Two samples of $B$ are misclassified; $e = 2/14 \approx 0.143$. Thus, $\sigma \approx \sqrt{\frac{0.143}{14}} = 0.1$. Assuming the confidence level $\alpha$ of 95%, $e_{\text{int}} = 0.143 \pm 1.771 \times 0.1 = 0.143 \pm 0.1771$. Since $e_{\text{int}}$ spans zero, $A$’s and $B$’s samples are classifiable with the confidence level of 95%. This means that the aforementioned first condition is hold. In order to examine the second condition, the $\alpha$-dominance operator measures $C(A, B)$ and $C(B, A)$. In Figure 9, $C(A, B) = 1$ and $C(B, A) = 2/14 < 1$. This means that the second condition
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Algorithm 1: Optimization Process

1: \( g = 0 \)
2: \( P_0 \) = Randomly generated \( P \) individuals
3: while \( g < G_{\text{max}} \) do
4: \( O_g = \emptyset \)
5: while \( |O_g| < P \) do
6: \( p_1 = \text{tournament}(P_g) \)
7: \( p_2 = \text{tournament}(P_g) \)
8: if random() \( \leq P_m \) then
9: \( \{o_1, o_2\} = \text{crossover}(p_1, p_2) \)
10: \( \text{end if} \)
11: if (random() \( \leq P_m \)) then
12: \( o_1 = \text{mutation}(o_1) \)
13: \( \text{end if} \)
14: if random() \( \leq P_m \) then
15: \( o_2 = \text{mutation}(o_2) \)
16: \( \text{end if} \)
17: \( O_g = \{o_1, o_2\} \cup O_g \)
18: \( \text{end while} \)
19: \( R_g = P_g \cup O_g \)
20: \( F = \text{sortByDominanceRanking}(R_g) \)
21: \( P_{g+1} = \{\emptyset\} \)
22: \( i = 1 \)
23: while \( |P_{g+1}| + |F_i| \leq P \) do
24: \( P_{g+1} = P_{g+1} \cup F_i \)
25: \( i = i + 1 \)
26: \( \text{end while} \)
27: \( \text{sortByCrowdingDistance}(F_i) \)
28: \( P_{g+1} = P_{g+1} \cup F_i[1 : (P - |P_{g+1}|)] \)
29: \( g = g + 1 \)
30: \( \text{end while} \)

5.2 Evolutionary Optimization Process

Algorithm 1 shows the algorithmic structure of the proposed \( \alpha \)-dominance based EMOA. At the \( 0 \)-th generation, \( P \) feasible individuals are randomly generated as the initial population \( P_0 \) (Line 2).

In each generation \( (g) \), two parent individuals \( (p_1 \) and \( p_2 \)) are selected from the current population \( P_g \) with binary tournaments (Lines 6 and 7). A binary tournament randomly takes two individuals from \( P_g \), compares them based on the notion of \( \alpha \)-dominance, and chooses a superior one as a parent. With the crossover rate \( P_c \), two parents reproduce two offspring through one-point crossover (Lines 8 to 10). Then, mutation occurs on each offspring (Lines 11 to 16). It randomly alters a neuron-firing pattern with the mutation rate \( P_m \). Binary tournament, crossover, and mutation operators are executed repeatedly on \( P_g \) to reproduce \( P \) offspring. The offspring \( (O_g) \) are combined with the parent population \( P_g \) to form \( R_g \) (Line 19).

Environmental selection follows reproduction. Best \( P \) individuals are selected from \( 2P \) individuals in \( R_g \) as the next generation population \( (P_{g+1}) \). First, the individuals in \( R_g \) are ranked based on the \( \alpha \)-dominance relationships among them. Non-dominated individuals are on the first rank. The \( i \)-th rank consists of the individuals dominated only by the individuals on the \((i - 1)\)-th rank. Ranked individuals are stored in \( F \) (Line 20). \( F_i \) contains the individuals at the \( i \)-th rank.

Then, the individuals in \( F \) move to \( P_{g+1} \) on a rank by rank basis, starting with \( F_1 \) (Lines 23 to 26). If the number of individuals in \( P_{g+1} \cup F_i \) is less than \( P \), \( F_i \) moves to \( P_{g+1} \). Otherwise, a subset of \( F_i \) moves to \( P_{g+1} \). The subset is selected based on the crowding distance metric, which measures the distribution (or diversity) of individuals in the objective space [5] (Lines 27 and 28). The metric computes the distance between two closest neighbors of an individual in each objective and sums up the distances associated with all objectives. A higher crowding distance means that an individual in question is more distant from its neighboring individuals in the objective space. In Line 27, the individuals in \( F_i \) are sorted in an descending order based on their crowding distance measures. The individuals with higher crowding distance have higher chances to be selected to \( P_{g+1} \) (Line 28).

5.3 Simulation Evaluation

This section evaluates the proposed EMOA through simulations. A simulated neuronal network is obtained with a two-step procedure. The first step utilizes NeuGen [7] to generate a network of \( N \) neurons. The second step forms a tree structure with those neurons based on a randomized \( L \)-ary tree construction algorithm. This algorithm generates a rooted tree in which each neuron has no more than \( N(L, (L + 1)^2) \) child neurons. \( N \) denotes a normal distribution. \( L \) and \( L + 1 \) are the mean and the standard deviation of the number of child neurons for each neuron. This paper uses a randomized 2-ary (i.e., binary) tree that contains 40 neurons and 10 sensors.

The proposed EMOA is configured with a set of parameters shown in Table 1. \( Q \) denotes the total number of time slots in an individual (\( Q = 15 \) in Fig. 8). Every simulation result is the average of the results from 20 independent simulations.

This simulation study considers noise that varies the time for a signal to travel through a neuron from \( T_u \) to \( T_u' \) as follows.

\[
T_u' = \beta(3 \times \mathcal{G}(k_1, \theta_1) + \mathcal{G}(k_2, \theta_2)) \times T_u
\]

\( \mathcal{G} \) denotes a gamma distribution. This noise model is designed based on empirical and theoretical studies on time distributions for synaptic delay and refractory period [2, 10, 15]. This noise \( (T_u' - T_u) \) varies \( \theta_u \) in Equations 1 and 2 and in turn determines \( \epsilon_L \) and \( \epsilon_R \) in Equations 3 and 4.

![Figure 9: An Example Process to determine the \( \alpha \)-Dominance Relationship between two individuals (A and B)](image-url)
Figure 10 illustrates how individuals increase the union of the hypervolumes that they dominate in the objective space as the number of generations grows. The hypervolume metric quantifies the optimality and diversity of individuals [32]. A higher hypervolume means that individuals are closer to the Pareto-optimal front and more diverse in the objective space. Figure 10 shows the hypervolume measures with and without the α-dominance operator. When the α-dominance operator is disabled, a classical dominance operator [23] is used in Algorithm 1. When the α-dominance operator is enabled, hypervolume measure converges around the 130th generation. When it is disabled, the proposed EMOA’s convergence speed and optimization results significantly degrade. The hypervolume measure in the last generation degrades 44% with the α-dominance operator disabled. Figure 10 demonstrates that the α-dominance operator works effectively and efficiently.

Table 2 shows the average and standard deviation of each objective value that is obtained at the last generation. Figure 11 shows the objective space that plots the individuals obtained at the last generation. Those individuals approximate the Pareto front (i.e., the optimal trade-off) between signaling latency and robustness. Given the distributions of individuals in objective value ranges, signaling protocol designers can examine how they can trade one objective for another and choose a particular individual as the best TDMA schedule according to their preferences, priorities and/or constraints. For example, Figure 11 demonstrates that robustness improves 42% as signaling latency increases 20 to 30.

Table 3 depicts the hypervolume measures at the last generation where the α-dominance operator and two other noise-aware dominance operators are used with Algorithm 1.

As shown in Table 3, the α-dominance operator yields the highest hypervolume measure. It outperforms a mean-based dominance operator and a Gaussian dominance operator by 44% and 37%. Through a single-tail t-test and a U-test, it is verified that the α-dominance operator significantly outperforms the other two operators with the confidence level of 95%.

6. CONCLUSIONS

This paper focuses on TDMA-based neuronal signaling and formulates a noisy multiobjective optimization problem that consists of signaling latency and robustness objectives. The problem contains environmental noise inherent in neuronal signaling. The proposed EMOA is designed to solve this problem with nonparametric (i.e., distribution-free) statistical dominance operator. Simulation results show that the proposed EMOA handles noise well and obtains quality TDMA signaling schedules efficiently and effectively.
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Table 3: Comparison among Different Noise-aware Dominance Operators with Hypervolume

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>Gaussian</th>
<th>α-dominance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hypervolume</td>
<td>0.45</td>
<td>0.51</td>
<td>0.81</td>
</tr>
<tr>
<td>Difference</td>
<td>44%</td>
<td>37%</td>
<td>—</td>
</tr>
</tbody>
</table>


