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Predicting raters’ transparency judgments of English
and Chinese morphological constituents using latent semantic
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Abstract The morphological constituents of English com-
pounds (e.g., “butter” and “fly” for “butterfly”’) and two-
character Chinese compounds may differ in meaning from
the whole word. Subjective differences and ambiguity of
transparency make judgments difficult, and a computational
alternative based on a general model might be a way to
average across subjective differences. In the present study,
we propose two approaches based on latent semantic analysis
(Landauer & Dumais in Psychological Review 104:211-240,
1997): Model 1 compares the semantic similarity between a
compound word and each of its constituents, and Model 2
derives the dominant meaning of a constituent from a cluster-
ing analysis of morphological family members (e.g., “butter-
fingers” or “buttermilk” for “butter”). The proposed models
successfully predicted participants’ transparency ratings, and
we recommend that experimenters use Model 1 for English
compounds and Model 2 for Chinese compounds, on the basis
of differences in raters’ morphological processing in the dif-
ferent writing systems. The dominance of lexical meaning,
semantic transparency, and the average similarity between all
pairs within a morphological family are provided, and practi-
cal applications for future studies are discussed.
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English compounds and semantic transparency

A compound word is a word composed of at least two free
morphological constituents that refer to a new concept.
Compound words with two transparent constituents are de-
fined as TT (transparent—transparent; see Frisson, Niswander-
Klement, & Pollatsek, 2008; Libben, Gibson, Yoon, &
Sandra, 2003; Pollatsek & Hyoni, 2005) when the whole-
word meaning can be grasped through its individual constit-
uents, such as “cookbook.” Compound words are regarded as
being semantically opaque (opaque—opaque, OO), when the
word’s meaning cannot be fully derived from its constituents
—for example, “cocktail.” Some compound words are con-
sidered partially opaque (opaque—transparent, OT, or transpar-
ent-opaque, TO) when the primary meaning of only one of
the constituents is related to the meaning of the compound,
such as in “butterfly” or “staircase,” respectively. Several
models have attempted to explain the access mechanisms of
compound words from the mental lexicon (see Frisson et al.,
2008, for a review). The whole-word model (Butterworth,
1983) proposes that a compound is accessed as a whole, so
that the transparency of the constituents does not influence the
processing of a word. The morphological decomposition mod-
el (Taft, 1981) suggests that readers decompose a compound
into its constituents, followed by access to the constituents’
meanings, and then construct the whole-word meaning on the
basis of the individual constituents. The parallel dual-route
(process) model (Baayen, Dijkstra, & Schreuder, 1997) sug-
gests that a whole-word lookup route and a decomposition
route compete with each other, implying that semantic trans-
parency possibly plays a role in deciding which route will be
used.

The effect of the transparency of the constituents in com-
pound words during reading, however, is not as robust as the
frequency effect, which has been found to influence gaze
fixation time on each of the constituents (see Rayner, 2009,
for a review). Pollatsek and Hyo6na (2005) manipulated the
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frequency (i.e., their occurrence in print) of constituents and
the transparency of Finnish compound words, and they
found longer gaze durations (the sum of all fixations made
on a word prior to a saccade to another word, see Rayner,
1998, 2009) on low-frequency first constituents of either
transparent or opaque compounds, as compared to high-
frequency first constituents, but the eye-movement measures
did not differ between transparent and opaque constituents.
They concluded that the identification of both transparent
and opaque compound words does not rely on constructing
the meaning from the components. In a similar experiment,
Frisson et al. (2008) used three types of opaque compound
words—OT, TO, and OO—with matched TT words and
found, consistent with Pollatsek and Hy6n4, no significant
difference in eye-movement measures due to this transpar-
ency manipulation. However, they did find longer gaze
durations on opaque than on transparent compounds when
the compounds were presented with a space between the
constituents. They therefore suggested that the meaning of
English compound words is not constructed from its parts
but from the whole word, unless readers are forced to process
the first and second constituents separately. However, incon-
sistent results were found in a study by Juhasz (2007), who
manipulated the frequency of the constituents of transparent
and opaque compound words and demonstrated that opaque
compounds received longer gaze duration. She suggested
that the decomposition of compound words occurs for both
transparent and opaque compounds.

It is also known that morphological family affects seman-
tic transparency (see Feldman, Basnight-Brown, & Pastizzo,
2006). A constituent may be part of one or many morpho-
logical family members; for example, the family of the
constituent “butter” consists of “butterfly,” “buttercup,”
“butterfingers,” “buttermilk,” “butterscotch,” and “butter-
fat,” among others. Within a morphological family, individ-
ual family members may vary in semantic transparency: For
example, the meaning of “butter” is context-sensitive, so that
it is more transparent in the meaning of “buttermilk” than in
the meaning of “butterfly.” Schreuder and Baayen (1997)
suggest that upon reading a word, its family members be-
come coactivated, which leads to a larger global activation in
the mental lexicon. Several studies have focused on the
effect of semantic transparency on morphological facilitation
(Feldman & Soltano, 1999; Feldman, Soltano, Pastizzo, &
Francis, 2004). The general finding is that a more concrete
constituent with a larger family size (the number of morpho-
logical family members) is processed faster and more accu-
rately in lexical-decision tasks.

Although the processing of compound words shares many
common characteristics across languages, many differences
have also been found, so that it is unclear whether the results
found in alphabetical languages could be applied, for exam-
ple, to the processing of Chinese.
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Chinese compounds and semantic transparency

Approximately 74 % of all words in the Chinese language
are made up of two characters (Zhou & Marslen-Wilson,
1995), with some words consisting of only one character,
and others consisting of three or more characters. A Chinese
character is a writing unit that has a single syllable and one or
more meanings. Most Chinese characters are approximately
equal to single morphemes, and therefore the majority of
Chinese words can be considered bimorphemic compound
words (referred to as compounds). Chinese compounds, sim-
ilar to English ones, differ in how the meanings of the first
and second characters relate to the meaning of the word.
Some Chinese compounds are semantically transparent—
that is, both characters are transparently related to the mean-
ing of the whole word. Other words are fully opaque—that
is, the meaning of neither constituent is related to the mean-
ing of the compound—or partially opaque. Table 1 lists some
examples of transparent, opaque, and partially opaque
Chinese words.

Similar to morphological families in English, a Chinese
character—for example, 55 (“horse”)—can be shared by its
morphological family members—for example, F5#% (“sad-
dle”) and 5% (“careless”)—and the meaning of the charac-
ter and those morphological family members may not be
consistent in meaning (see Mok, 2009, for a review). For
example, the character 5 (“horse”) consists of morphologi-
cal family members, including [57# (“horseback™) and [#%
(“saddle”), that are semantically related to “horse,” but
others, such as & (“careless”), fHti (“stool”), or sk
(“Malaysian”), are not. The position of a Chinese character
within a two-character compound does not provide strong
constraints on the activation of the whole-word units in
general (Taft, Zhu, & Peng, 1999). However, the meaning
of some compounds—for example, 8% (“necktie”’)—may
differ from the meanings of compounds in which the char-
acters are transposed—for example, #%H (“guide”).
Sometimes a constituent—for example, F#i—may have dif-
ferent meaning and pronunciation when it is located in the
initial (meaning “adjust”, pronunciation fido) or final (mean-
ing “high or low tone/key”, pronunciation dido) positions.

Unlike English and other alphabetic writing systems,
Chinese words are written without spaces in a sequence of
characters. The concept of a word is not as clearly defined in
Chinese as it is in English, which means that Chinese readers
may disagree somewhat about where word boundaries are
located (see Mok, 2009; Rayner, Li, & Pollatsek, 2007, for
reviews). According to the segmentation standard by Huang,
Chen, Chen and Chang (1997), used by the Academia Sinica
Balanced Corpus (ASBC; Academia Sinica, 1998), not all
characters stand on their own as one-character words.

Studies have investigated how Chinese compound words
are accessed in the mental lexicon in different tasks by
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Table 1 Examples of transparent, opaque, and partially opaque Chinese words

Transparency Whole Word First Character Second Character

TT k5 (“ball court™) Bk (“ball”) % (“court”)

00 # (“sushi”) # (“age”) 7l (“to be in charge of”)
TO B (L.Q.”) # (“intelligent™) i (“commerce”

oT &M (“commemorate™) i& (“chase”) i& (“mourn”

manipulating frequency (see Zhou, Ye, Cheung, & Chen,
2009, for a review). In a series of experiments with varied
whole-word and constituent frequencies, Chen and Chen
(2006) showed that compound-word production in Chinese
is not sensitive to morpheme frequency, even when all of the
stimuli are semantically transparent, and they suggested that
morphological encoding is only minimally involved in the
production of Chinese transparent compound words.
Consistent results were obtained by Janssen, Bi, and
Caramazza (2008), who found that compound-word produc-
tion is determined by the compound’s whole-word frequency
either in Chinese or in English, and not by its constituent
morpheme frequency. Their results support the view that
compounds are stored in their full form. However, inconsis-
tent results were obtained for low-frequent compounds dur-
ing reading (Yan, Tian, Bai, & Rayner, 2006). These authors
investigated the effect of (two-character) compound-word
and constituent (character) frequency on word processing
during reading on eye movements, and they suggested that
when a compound is frequent and has been seen quite often
in print, it is accessed as a single entity in the mental lexicon
of Chinese readers, whereas when it is infrequent, the com-
pound needs to be accessed via the constituents (and hence,
an effect of character frequency emerges).

In studies in which the frequency and transparency of
Chinese compound words are manipulated, Hung, Tzeng,
and Chen (1993) reported a reliable constituent frequency
effect for fully transparent compounds (TT) but not for
opaque ones (either TO, OT, or OO) in a lexical-decision
task. They also obtained a significant whole-word frequency
effect for both transparent and opaque compounds. They
suggested that a whole-word representation exists for all
types of Chinese compounds, even for fully transparent ones,
but that separate morphemic representations in the mental
lexicon exist only for transparent compounds. Mok (2009)
reported a larger word superiority effect (WSE) for opaque
compounds (either TO, OT, or OO) than for transparent ones
in a modified Reicher—Wheeler paradigm, which briefly
presents words and letters followed by a mask (see Mok,
2009; Reicher, 1969; Wheeler, 1970). The WSE describes
more accurate recognition when a target character—for ex-
ample, # (“appearance”)—is in the context of a compound
word #&/% (“manner”), as opposed to when the same target is
in a position-matched nonword control &% (“appearance—

equipped”). They also found a larger WSE for Chinese
compounds with high whole-word frequencies than for ones
with low whole-word frequencies. The results imply that all
types of Chinese compounds, including TT, have
corresponding whole-word entries in the mental lexicon,
and that the constituents of TT compounds are activated
more distinctively than the ones of opaque compounds
(OT, TO, and OO).

Taken together, these results show a reliable whole-word
frequency effect and indicate that whole-word representa-
tions exist in the mental lexicon, even for TT compounds.
Fully transparent compounds tend to be accessed via con-
stituents (1) when the compounds are low-frequent during
reading (Yan et al., 2006), (2) in lexical-decision tasks (Hung
etal., 1993), or (3) in a modified Reicher—Wheeler paradigm
(Mok, 2009). Although inconsistent results have been found
in different tasks, studying semantic transparency is clearly
important for understanding morphological processing in
Chinese.

Estimating semantic transparency
Transparency rating of English compounds

Transparency ratings are the most common method to obtain
transparency information. For instance, Pollatsek and Hyoné
(2005) selected 80 compound words, 40 of which they
assumed to be semantically transparent, and the other 40 to
be opaque. They asked eight subjects to rate these words
regarding their transparency using a 7-point scale (with 1 for
totally transparent and 7 for totally opaque), and the ratings
were clearly lower for the supposedly transparent sets than
for the supposedly opaque ones. Frisson et al. (2008) asked
40 participants to rate transparency in terms of the appropri-
ate categories, either OT, TO, OO, or TT, for each com-
pound. Frisson et al. found good agreement between the
subjects’ choices and the predefined classifications.

Transparency ratings of Chinese compounds
In Mok (2009), semantic transparency judgments were made

in two passes, one by an experimenter and by five trained
participants’ analysis on the basis of dictionary definition,
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and the other by 30 naive participants. A 6-point scale rating,
in which 1 was opaque and 6 transparent, was used for both
passes. In general, a constituent was classified as transparent
if the rating was greater than 3.5, and as opaque if the rating
was less than 3.5.

Subjective differences and ambiguity of transparency

Unfortunately, estimates of semantic transparency are often
subjective and vary strongly across raters. Mok (2009) point-
ed out that response biases in transparency judgments may
be due to (1) a subject’s understanding of the meaning of
stimuli being different from the dictionary definition, (2) the
meaning of a compound not being dissociated from its con-
stituents, or (3) a subject not clearly knowing the meaning of
the presented materials. Furthermore, subjective differences
may also be caused by the instructions for the transparency
judgments—for example, by dictionary definitions or by
other means—which may have great influence on the rat-
ings, since the concept of a word is not clearly defined for
Chinese readers. For a constituent with multiple, inconsistent
meanings, raters may make subjective decisions leading to
inconsistent results.

Sometimes even the meaning of transparent compounds
cannot be unambiguously determined from the meanings of
their constituents (see Frisson et al., 2008). Inhoff, Starr,
Solomon, and Placke (2008) indicated that a semantic rela-
tionship often exists between an opaque lexeme and its
compound; for example, even though “jailbird” typically
refers to a person rather than an animal, it can convey useful
semantic information, such as being caged or wishing to fly
free. This subjectivity and variability also occurs in the
characters of Chinese compounds. A general model may be
a way to average across subjective differences.

Models to predict transparency using LSA

In this study, we propose models using latent semantic anal-
ysis (LSA) for predicting raters’ transparency judgments.
LSA is a method to determine the semantic similarity of
words and sets of words by statistical computations applied
to a text corpus (Landauer & Dumais, 1997; Landauer,
McNamara, Dennis, & Kintsch, 2007). Typically, the terms
are words, and a term-to-document co-occurrence matrix is
established from a corpus. Then, a mathematical method,
singular value decomposition (SVD), is used to reduce the
dimensions of the original matrix (see Martin & Berry,
2007). The meaning of each term is represented as a vector
in semantic space. One can compute the semantic similarity
values for any two terms in a given language using the LSA
cosine value, which ranges from —1 to 1, but rarely goes
below 0 because the matrix is made up of word counts,
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which are strictly positive. Since only very small negative
numbers occur in the left singular matrix, the dot product
(and the cosine) tends to have a lower bound close to zero. In
the semantic space for “general reading up to 1st year col-
lege” (abbreviated as SP-E) with the 300 dimensions used in
the present study, randomly chosen pairs of words have a
mean of .03 and a standard deviation of approximately .08
(see Landauer et al., 2007). An LSA website is freely avail-
able (http://Isa.colorado.edu/, accessed September, 2010; see
Dennis, 2007).

LSA has been used to investigate morphological decom-
position; for example, Rastle, Davis, Marslen-Wilson, and
Tyler (2000) investigated morphologically complex words
with semantically transparent embedded stems (e.g., “de-
part” vs. “departure”) and opaque embedded stems (e.g.,
“apart” vs. “apartment”). Similarly, Diependaecle,
Dunfabeitia, Morris, and Keuleers (2011) used LSA to esti-
mate transparency between full words and constituent-
embedded stems, which yielded “viewer” versus “view” as
being highly transparent and “corner” versus “corn” as high-
ly opaque.

Since the LSA-based method may be able to estimate the
transparency of English compounds, it could possibly be
applied to Chinese two-character words in a similar manner.
Following the principle of creating semantic spaces
(Quesada, 2007), our previous studies (M. L. Chen, Wang,
& Ko, 2009; Wang, Pomplun, Ko, Chen, & Rayner, 2010)
built an LSA semantic space of Chinese (abbreviated as SP-
C) from ASBC, which contains approximately 5 million
words (or 7.6 million characters). The texts in ASBC were
collected from different topics. Word segmentation was per-
formed manually according to the standard by Huang et al.
(1997). For representatives of words in the corpus, words
that occurred less than four times among the 5 million words
were excluded in SP-C. Most of the excluded words were
proper names and technical nouns. A 49,021 x 40,463 term-
to-document co-occurrence matrix was then established. SP-
C has been shown to successfully estimate word predictabil-
ity (see Wang et al., 2010) and word association (see Chen
et al., 2009) in Chinese.

However, LSA was merely developed as a tool in
morphological-decomposition studies to validate human
transparency judgments, instead of being a model based on
a theoretical foundation that can be strongly predictive and
correlated with transparency judgments. Furthermore, LSA
has not yet been tested for two-constituent compound words
in English or Chinese, which raises the question of whether
the cross-linguistic comparison could be made in the same
manner. Therefore, we adopted the idea of comparing the
meanings of a compound and of each of its constituents in
Model 1. We also proposed a Model 2 based on the theoret-
ical foundation of morphological family members, and this
model may explain how a rater accomplishes semantic
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judgment tasks. Furthermore, it was necessary to evaluate
the discrimination performance of the proposed models for
human transparency ratings. We evaluated how LSA esti-
mates transparency using the English compound materials in
Frisson et al. (2008), the Chinese compounds in Mok (2009),
and transparency rating conducted for the present study. The
objectives of building general models are to develop a re-
search method to average across subjective differences and
to allow a linkage between the theoretical foundation and
technical understanding of LSA for transparency judgments.

Model 1: Whole word versus each of its constituents

One proposed idea of modeling how transparency judgment
is done by raters is to compute the LSA cosine values
between a compound word and each of its constituents.
The parameters of Model 1 include the semantic space, the
number of dimensions, and the comparison type. For exam-
ple, using SP-E, 300 dimensions, and “term-to-term” com-
parison, the LSA cosine value between “staircase” and
“stair” is .57, whereas the one between “staircase” and
“case” is .07. Since the constituent “stair” and the compound
word “staircase” result in a clearly higher cosine value,
“stair” is considered semantically transparent, whereas
“case” is considered opaque.

To accomplish the comparisons of Model 1, the com-
pound words are required to have their constituents occur
in the semantic space on their own, which becomes a con-
straint of Model 1. The term-to-document matrix of SP-C
uses the unit of words, which may be single- or multichar-
acter words. Within the 49,021 words available in SP-C,
31,637 are two-character words, and for 3,921 out of these
two-character words, either the first or the second character
is not a standalone word occurring more than three times in
the corpus. That is, 12 % of the compound-word cases were
unavailable in the Model 1 computations.

Model 2: Whole word versus dominant meaning of each
of its constituents

A possible solution for the constraint in Model 1 is proposed
in Model 2, which assumes that a rater accesses the dominant
meaning of a constituent from its morphological family.
Chinese compounds sharing common constituent mor-
phemes were consistently found to facilitate each other
(Zhou, Marslen-Wilson, Taft, & Shu, 1999). It is also known
in English that morphologically related words in the mental
lexicon are linked in meaning, and a morpheme shared by
more morphological family members allows for more rapid
activation of a word’s meaning, and therefore faster
responses in word recognition tasks (see Bybee, 1988;
Feldman et al., 2006). Therefore, Model 2 takes the polyse-
my of a constituent into account and may be well-adapted to

morphological processing models. Furthermore, Model 2
overcomes the limitation of Model 1 that some characters
do not exist as one-character words, which is especially
useful for Chinese.

The first step of Model 2 is to obtain the dominant meaning
of the constituent from its morphological family members that a
rater would possibly activate. We computed the LSA cosine
values of the pairs in the morphological family members as a
distance function. Using a hierarchical clustering algorithm and
a given threshold, we classified these morphological family
members into semantic clusters. Subsequently, a cluster—with
the largest family size, or the highest sum of word frequencies
(occurrence in corpus) when multiple clusters obtained the
same family size—was considered the dominant meaning. An
example of the transparency of the constituent “butter” in
“butterfly” is determined as follows: The morphological family
members “butter,” “butterfly,” “buttercup,” “butterfingers,”
“buttermilk,” “butterscotch,” and “butterfat” are activated; the
LSA cosine values among them are shown in Table 2. The
semantic similarities, although in high-dimensional space, can
be visualized by multidimensional scaling (MDS) in two
dimensions, as is shown in Fig. la. According to the distance
measure by LSA and the agglomerative hierarchical clustering
algorithm (implemented in MATLAB; The MathWorks, Inc.,
Natick, MA), “butter,” “buttercup,” “buttermilk,” “butter-
scotch,” and “butterfat” are in one cluster, and “butterfly” and
“butterfingers” are in their own clusters. We applied “term-to-
document” comparison (i.e., each word in the “document” is
represented as a vector and weighted according to its frequency
in the corpus, and the “document” is the vector addition of the
weighted vectors) between the compound (e.g., “butterfly”)
and the dominant meaning cluster (e.g., the string “butter
buttercup buttermilk butterscotch butterfat”) in order to com-
pute the LSA cosine value (in this example, .04). Similarly, the
LSA cosine values between the Chinese character f5 (“horse”)
and its morphological family members are presented in Table 3,

Table 2 Latent semantic analysis (LSA) cosine values among “butter,”
“butterfly,” “buttercup,” “butterfingers,” “buttermilk,” “butterscotch,”
and “butterfat”

butter -fly -cup -fingers -milk -scotch -fat
butter (2085) 1
butterfly (630) .04 1
buttercup (24) .09 09 1
butterfingers (3) 0 -1 -1 1
buttermilk (13) .44 -0 .12 .01 1
butterscotch (7) .45 05 -0 .02 .35 1
butterfat (39) 12 -0 .04 0 11 .16 1

The frequency for each word in the British National Corpus (BNC, per
100 million words) is shown in parentheses
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and the MDS result is illustrated in Fig. 1b. /& (“horse”), 75
(“horseback™), F5#i (“saddle”), and J5H. (“carriage™) are
grouped in one cluster, 52k (“Malaysian”) and F[H
(“Malaysia”) form another one, whereas 5% (“careless”), 1
i (“stool”), and 5 (“a clue of”) are in their own clusters.

The parameters in Model 2 include semantic space, number
of dimensions, comparison type, morphological family defini-
tion, threshold and distance function of the clustering algo-
rithm, and dominant meaning definition (by family size or by
frequency). The definition of morphological family for a con-
stituent is considered position-specific; for example, the mor-
phological family of “butter” in “butterfly” are words starting
with “butter” as a constituent. The selection of a threshold in a
clustering algorithm is related to the distance function as well
as to the LSA values in a given semantic space. A low thresh-
old may generate too many clusters, whereas a high threshold
may group unrelated members in one cluster.

The access of the dominant meaning of a constituent may
be different between English and Chinese compounds. The
English writing system contains clear word boundaries, and
the constituents in English compounds are usually stand-
alone words. However, the concept of a word is not clearly
defined in Chinese, and it is possible that Chinese readers
derive the meaning of a character implicitly from its mor-
phological family. Therefore, due to the cross-linguistic dif-
ference, the settings of the model parameters may differ
between the English and Chinese languages.

Model evaluation
We evaluated Models 1 and 2 on the basis of three data sets:

English compounds using the materials of Frisson et al.
(2008), Chinese compounds in Mok (2009), and a

a
1.0
[o]
butterfingers
0.5 butterfly
o
butterscotch
0.0 o
o
o
butter, rermilk
butterfat buttercup
05 ° °
-1.0 T T T T
10 05 0.0 05 1.0

Fig. 1 Multidimensional scaling (MDS) results for examples of se-
mantic relationships: (a) “butter” and its morphological family, and (b)
15 (horse) and its morphological family. The x- and y-axes represent
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transparency-rating procedure conducted for the present study.
To represent semantic similarity, we report the descriptive
statistics and distributions of the LSA cosine values computed
by Model 1 (M) and by Model 2 (M2) as the major measures,
and the average LSA cosine values between all pairs within a
morphological family (Co, henceforth referred to as consis-
tency) as a supportive measure. A nonparametric test was
performed using Mann—Whitney U tests. Since the models
attempted to map the LSA cosine values (a continuous vari-
able) onto dichotomous transparency results (either O or T),
we performed a receiver operating characteristic (ROC; Green
& Swets, 1966) analysis, which plots the hit rate on the y-axis
as a function of the false-alarm rate on the x-axis. The dis-
criminatory ability of a model is reflected in the area under the
ROC curve (AUC), which typically ranges from .5 (chance
level) to 1 (perfect performance).

English compounds in Frisson et al. (2008)
Method

Stimuli For the English compounds, we reanalyzed the mate-
rials in Frisson et al. (2008), which included 10 OO, 14 OT, 10
TO, and 34 TT compounds (i.e., 44 opaque and 92 transparent
constituents). The proportions of subjects’ choices agreeing
with the predefined classification was 65 % for OO, 71 % for
OT, 65 % for TO, and 86 % for TT. Moreover, the proportions
of subjects classifying at least one of the constituents as
opaque for the predefined opaque words were very high:
95 % for OO, 93 % for OT, and 95 % for TO.

Analysis For the computations in Models 1 and 2, 40 opaque
and 84 transparent constituents were available using SP-E
and 300 dimensions. The “term-to-term” comparison was

b
1.0
Malaysian
° Malaysia
(o]
0.5
horse stool
i saddle o
0.0 cgrrlage o
o
horse_back
a_clue_of
-05- °
careless
(o]
-1.0 T T T T
-10 -05 00 05 10

Dimensions 1 and 2, respectively, of the abstract, two-dimensional
Euclidean output spaces of the MDS algorithms
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Table 3 Latent semantic analysis (LSA) cosine values between the character /5 (“horse”) and its morphological family members

5% 5 L A Ll A R Rk 1
15 (horse, 342) 1
515 (horse back, 14) .83 1
TGz (saddle, 4) 74 74 1
15 (carriage, 37) 17 .07 .03 1
% (careless, 13) -.02 -.04 -.01 -.04 1
F5HH (stool, 23) 05 —04 03 01 10 1
F5I (a clue of, 4) .00 .04 -.05 .01 13 .02 1
2k (Malaysian, 11) .08 .06 .04 .04 .00 -.09 —-.03 1
5B (Malaysia, 12) .03 -.01 -.03 .03 .01 —-.04 .02 15 1

The meaning and frequency (per 5 million words) in ASBC for each word are shown in parentheses

used in Model 1 and “term-to-document” was used in Model
2. In Model 2, we defined morphological family as the
compounds sharing the same constituents in the same posi-
tion. For the agglomerative hierarchical clustering algorithm,
a distance function and a threshold were used to decide
which morphological family members should be combined.
The distance function between pairs of morphological family
members was set to one minus the absolute value of the LSA
cosine value, and the threshold was set to .8. The dominant
meaning was defined as the cluster with the highest sum of
frequencies. The details are reported in Appendix Table 5.

Results and discussions

Descriptive statistics We found that the M1 results for the
transparent constituents (mean = .29, standard deviation =
.21) were significantly higher than those for opaque ones
(mean = .07, standard deviation =.09), U=430.50, N, =40,
N, =284, p<.001. The results were consistent in M2: Higher
cosine values were obtained for transparent constituents

[

1.00
.80
.60
40—
20—
.00

-.20

LSA Cosine Values

T 1T T 1 T 1T T"1
20 15 10 5 0 5 10 15 20

Model 1

(mean = .31, standard deviation = .26) than for opaque
constituents (mean = .05, standard deviation = .16), U =
564.00, N; = 40, N, = 84, p < .001. Co was found to be
higher for transparent constituents (mean = .21, standard
deviation = .14) than for opaque constituents (mean = .17,
standard deviation = .13), U= 1,442, Ny =44, N, =92, p <
.01. The distributions of LSA cosine values of transparent
and opaque constituents computed by Models 1 and 2 are
shown in Fig. 2a and b.

ROC Figure 3a illustrates the ROC curves for Models 1 and
2, and the AUCs are .87 and .83, respectively. An “optimal”
cutoff point in the ROC curve, defined as the shortest
Euclidian distance to the point (0, 1) (perfect performance;
i.e., false-alarm rate of 0 and hit rate of 1), can be used to find
a LSA cosine value that performs a good separation between
opaque and transparent constituents. The optimal cutoff
point of Model 1 is at a hit rate of .74 and a false-alarm rate
of .10 when the threshold of the LSA cosine value is set to
.135. The optimal cutoff point for Model 2 is at a hit rate of
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Fig. 2 Distributions of LSA cosine values of opaque (O) and transparent (T) constituents computed by (a) Model 1 and (b) Model 2 for the materials

in Frisson et al. (2008)
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Fig. 3 Receiver operating characteristic analysis of Models 1 and 2. AUC, area under the curve

.80 and a false-alarm rate of .20, for which the threshold of
the LSA cosine value is .085.

Model 1 showed a higher hit rate than does Model 2 for all
false-alarm rates except those between .2 and .4. Both models
perform good prediction of human transparency judgments,
and Model 1 has slightly better performance than Model 2.
The overall results suggest that LSA successfully captures the
transparency conditions in the materials of Frisson et al. (2008).

Chinese compounds in Mok (2009)
The total of 190 compounds were divided into two sub-data-
sets: high-frequency items and low-frequency items. Each

sub-data-set contained half of the compounds. The agree-
ment between two passes (one by dictionary definition and
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the other by subject rating) was high (Cohen’s kappa = .83),
and low-frequency items (Cohen’s kappa = .87) obtained
higher agreement than did high-frequency items (Cohen’s
kappa =.78). The compounds in Mok (2009) were presented
in simplified script, and they were converted into traditional
script in SP-C. The details are listed in Appendix Table 6.

Method

Stimuli for high-frequency items The final classification in-
cluded 21 TT, 21 TO, 22 OT, and 31 OO compounds,
resulting in 85 transparent and 105 opaque constituents.
Due to the different segmentation standards applied to the
Mok (2009) study in SP-C, the compound %J4J (“slideshow,”
as %)% in traditional script) was converted into ZJkEi%
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(“slideshow machine”) and %)% (“slides™), &4 (“old
age”) was converted into 54248 (“an old friend”), JFAL
(“to conclude [impossible] to finish,” as BHAZ in traditional
script) was converted into A1 [#2Z (“to conclude impossible
to finish”). Model 1 evaluated 80 out of 85 transparent and
100 out of 105 opaque constituents. Model 2 overcame the
limitation of nonstandalone characters in Model 1, resulting
in 85 out of 85 transparent and 103 out of 105 opaque
constituents being available for its evaluation.

Stimuli for low-frequency items These were 23 TT, 24 TO,
26 OT, and 22 OO compounds, which contained 96 trans-
parent and 94 opaque items. There were minor differences in
usage between simplified and traditional scripts, and 5%
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Fig. 4 Distributions of latent semantic analysis (LSA) cosine values of
opaque (O) and transparent (T) constituents of (a) high-frequency items
by Model 1, (b) high-frequency items by Model 2, (¢) low-frequency

(“pauper,” as %4 in traditional script) was converted into
%564 (“pauper”). Five out of the 95 compounds (i BA, #E57F,
W4T, ¥k, and [19%) are not used in traditional script. The
limitation of SP-C is that only words occurring at least four
times in the ASBC corpus were included, resulting in 20 out
of the 95 words being excluded from the computation. In
total, 64 out of the 96 transparent and 69 out of the 94 opaque
items were available in Model 1, and 64 out of the 96
transparent items and 71 out of the 94 opaque items were
available in Model 2.

Analysis The model parameters were set as follows: SP-C
was used for the computations in Models 1 and 2. The “term-
to-term” comparison was used in Model 1 and the “term-to-
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items by Model 1, and (d) low-frequency items by Model 2 in the
materials of Mok (2009). Panels e and f are for the materials in the
present study, predicted by Models 1 and 2, respectively
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Table 4 Constituent frequency, family size, and consistency when a
cutoff point of .4 of the latent semantic analysis (LSA) cosine was
selected, for the high-frequency items in Mok (2009)

Constituent Frequency Family Size  Consistency

Mean Std Mean Std  Mean Std
Tresponseto T 389 698 24.64 19.72 .14 .09
T response to O 1,245 313 2795 1997 .09 .03
O response to T 63 98 14.58 19.42 .10 .05
O response to O 1,180 2,425 37.53 31.50 .08 .03

document” was used in Model 2, except that ZJK&EHE
%148 i was based on the “document-to-term” comparison
in Model 1 and the “document-to-document” compari-
son in Model 2. For the clustering algorithm in Model
2, the threshold setting was .5, and the dominant mean-
ing was defined as the cluster with the largest family
and the highest sum of frequencies if the family sizes of
multiple clusters were the same.

Results and discussions

Descriptive statistics for high-frequent items We found that
the M1 results for the transparent constituents (mean = .22,
standard deviation = .19) were significantly higher than
those for the opaque words (mean = .12, standard devia-
tion = .10), U = 2,741.50, N; = 80, N, = 100, p < .001.
Again, for transparent constituents (mean = .34, stan-
dard deviation = .37), M2 obtained higher LSA cosine
values than those for opaque constituents (mean = .15,
standard deviation = .30), U=2,779.50, N; =85, N, =103,
p <.001. For Co of high-frequency items, consistent with the
English constituents, transparent constituents (mean = .12,
standard deviation = .07) yielded higher values than did
opaque constituents (mean = .09, standard deviation = .04),
U=3,047.5, N, =83, N, =104, p < .01.

ROC for high-frequency items Figure 3b illustrates the ROC
curves for Models 1 and 2, and the AUCs are .66 and .68,
respectively. These ROC curves show that Model 2 generat-
ed more false alarm cases in the beginning of the curve than
Model 1, which were caused by the “O responses to T” cases.
Nevertheless, Model 2 overall slightly outperformed Model
1. The distributions of LSA cosine values of transparent and
opaque constituents computed by Models 1 and 2 are shown
in Fig. 4a and b.

Misclassified item analysis for high-frequency items Since a
few opaque items have high LSA cosine values, and also a
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few transparent items have low LSA values in Fig. 4b, we
selected a cutoff point of .4 of the LSA cosine value and
summarize the constituent frequency, family size, and con-
sistency in Table 4. A one-way analysis of variance
(ANOVA) for the four transparency conditions (T responses
to T, T responses to O, O responses to T, and O responses to
0) indicated a significant overall effect of condition on the
consistency, F(3, 183)=11.94, p <.001. Post-hoc tests using
Bonferroni-adjusted p values revealed that consistency was
higher in the condition of T responses to T than in each of the
other conditions (all ps < .01). None of the other compar-
isons were significant (all ps > .37). A one-way ANOVA
revealed a marginal difference in frequency across the four
conditions, F(3, 186) = 2.41, p = .07. The frequency of O
responses to T (mean: 63) was numerically lower than in the
other conditions, but the difference did not reach significance
in the Bonferroni-corrected post-hoc tests (all ps > .30).
These results suggest that when the consistency of constitu-
ents was high, the prediction for transparent constituents
tends to be more accurate. Constituent frequency might be
a possible reason for the misclassification of Model 2 in
high-frequency items (see Fig. 4b), since Model 2 defines
the dominant meaning as the cluster with higher family size
and frequency. We suggest that the polysemy and frequency
of constituents may affect model predictions.

Descriptive statistics for low-frequency items We found that
transparent constituents (mean = .16, standard deviation =.13)
obtained higher M1 values than did opaque ones (mean = .08,
standard deviation = .08), U = 1,335, N; = 66, N, = 103, p <
.001, and transparent constituents (mean = .11, standard devi-
ation = .20) obtained higher M2 values than did opaque ones
(mean = .02, standard deviation = .07), U = 1,335, N, = 66,
N, =103, p < .01. For Co, transparent constituents (mean =
.10, standard deviation = .04) showed marginally higher val-
ues than did opaque ones (mean = .09, standard deviation =
.03), U=13,689, N =93, N, =94, p = .06.

ROC for low-frequency items The AUCs of the ROC curves
for Models 1 and 2 were .70 and .64, respectively (see
Fig. 3c), which may be caused by subjects accessing the
meaning of a constituent via its standalone form, rather than
via its morphological family. The distributions of LSA co-
sine values of transparent and opaque constituents computed
by Models 1 and 2 are shown in Fig. 4c and d.

Discussion In general, the models showed less predictive
power for the Mok (2009) materials than for the Frisson
et al. (2008) materials. Nevertheless, both Models 1 and 2
demonstrated considerable discrimination performance and
may represent how experimenters performed transparency
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judgments by dictionary definition or how naive raters acti-
vated meanings from morphological family members. Model
1 represents the meaning of a constituent when it is stand-
alone, which may be closer to its dictionary definition than it
is in Model 2. On the other hand, Model 2 represents the
dominant meaning (defined as higher family size and fre-
quency) derived from its morphological family members,
and Model 2 may be closer to a subject’s rating than is
Model 1 when the stimuli are high-frequency.

Transparency rating in the present study

We found that model prediction may be affected by the
procedures for transparency rating—for example, the two
passes (one by dictionary definition and the other by subject
rating) in the study by Mok (2009). It is also important to
notice that the transparency rating in Mok is somewhat
different from the one in Frisson et al. (2008), who asked
participants to categorize a word as being OT, TO, OO, or
TT. Following Frisson et al. (2008), we performed a rating
study, which required subjects to respond either T or O for
each constituent when the compounds were presented.

Method

Stimuli We selected 80 bisyllabic words (two characters in
written form) in traditional script, given that SP-C is built on
a traditional script corpus. Seventy-seven out of the 80 words
were compound words, and the others were composed of
foreign-word translations based on pronunciation. The mate-
rials were selected from those used by Lee (1995), Lee
(2007) and Tsai (1994). Totals of 83 out of 89 transparent
and 49 out of 53 opaque constituents were available for
evaluating Model 1. All 89 transparent and 53 opaque con-
stituents were available to Model 2, since Model 2 over-
comes the constraint of Model 1 that some constituents are
stand-alone and therefore unavailable in SP-C. The detailed
results are shown in Appendix Table 7.

Subjects Those compounds were rated by 11 students who
completed a college degree in Taiwan. All of the subjects
were native speakers of Chinese (traditional script).

Analysis The measure of human rating of each constituent
was calculated as the probability with which subjects
responded T to the constituent—for example, .91 for 10 out
of 11 participants responding T. The characters with proba-
bilities greater than or equal to .6 were categorized as trans-
parent, whereas the ones with probabilities less than or equal
to .4 were considered as opaque. The means and standard
deviations of the human ratings were .85 and .13,

respectively, for transparent characters, and .11 and .11 for
opaque characters. All other settings for Models 1 and 2 were
identical to those in the analysis of the Mok (2009)
compounds.

Results and discussions

Descriptive statistics For M1, transparent constituents
(mean = .23, standard deviation = .16) were higher than
opaque constituents (mean = .08, standard deviation =
.08), U = 841, p < .001. Similarly, transparent constituents
(mean = .36, standard deviation = .27) obtained higher M2 than
opaque ones (mean = .07, standard deviation =.18), U=655.5,
p<.001. The results also reveal that Co is higher for transparent
constituents (mean = .15, standard deviation = .10) than for
opaque ones (mean = .09, standard deviation = .04), U =
1,268.5, p <.001.

Correlations The Spearman rank correlations (a nonpara-
metric test) between the human rating probabilities and
Model 1 and between human rating probabilities and
Model 2 were .50 and .58, respectively, ps <.001.

ROC Figure 3d illustrates the results of the ROC analysis,
and the AUCs for Models 1 and 2 were .80 and .86, respec-
tively. Both Models 1 and 2 are predictive to the results of
human transparent judgments, and Model 2 obtained a nu-
merically higher AUC and correlation than did Model 1. As
we mentioned above, the concept of a word is not as clearly
defined in Chinese as in English, and Chinese readers might
learn the polysemy of characters implicitly from polymor-
phemic words. Therefore, Model 2 may in general be a better
approach than Model 1 to predict transparency ratings for the
constituents of Chinese compounds.

General discussion

The most important outcome of the present study is the
proposed computational approach of using LSA to estimate
semantic transparency and consistency measures, which may
benefit psycholinguistic studies as a research method.

A research method for psycholinguistic studies

The effect of semantic transparency and consistency in Chi-
nese reading The results, such as semantic transparency and
consistency estimations, could be adapted to further Chinese
reading research. Some unpublished studies have addressed
the semantic transparency of two-character Chinese words
(Lee, 1995; Lee, 2007). C. Y. Lee found opposite results by
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manipulating word frequency, character frequency, and word
transparency in a lexical-decision task. She found that the
response times of opaque words were shorter than those of
transparent words, and the character frequency effects were
only significant in transparent words. These results suggest
that opaque words tend to be stored as a whole unit, whereas
the constituents of transparent words are represented sepa-
rately in the mental lexicon. Moreover, P. J. Lee used eye-
tracking to investigate how word frequency, word transpar-
ency, and character frequency influence eye-movement
measures during reading. The study revealed shorter first-
fixation and gaze durations for opaque words than for trans-
parent words. Character frequency effects were found in
transparent words (also known as compositional words) in
first-pass measures; low-frequency characters were fixated
longer. These eye-movement results were consistent with the
findings of C. Y. Lee, but contrasted with the results of the
English compound-word study by Frisson et al. (2008) that
eye-movement measures did not differ between opaque
words and their transparent controls. Since these studies
were from non-peer-reviewed work and details of the works
are restricted, we suggest applying the proposed transparen-
cy and consistency measures in further studies to examine
the relationship between the continuous cosine values and
genuinely continuous data such as fixation durations or
lexical decision latencies, in order to address the open ques-
tions about semantic transparency.

Transparency of semantic radicals of Chinese characters In
Chinese character orthography, the most common structure
is a semantic—phonetic compound character that is composed
of a semantic radical on the left and a phonetic radical on the
right (see Yan, Zhou, Shu, & Kliegl, 2012). Generally, a
semantic radical represents the meaning of the whole char-
acter, whereas the phonetic radical provides roughly the
pronunciation. Some radicals can be standalone characters,
but others cannot. Similar to the constituents of English and
Chinese compound words, the meaning of a semantic radical
may or may not be semantically related to the whole charac-
ter. Radical semantic transparency refers to how a semantic
radical semantically relates to the meaning of its semantic—
phonetic compound character. For example, the semantic
radical 55 (“horse”) in the character 5§ (“donkey) is considered
semantically transparent, whereas the semantic radical 7
(“water”) in the character % (“law”) is opaque. Furthermore,
the meaning of a semantic radical might differ from its mean-
ing when it is a standalone character; for example, F (“shell”)
was used as currency in ancient China, and therefore many
characters with this radical are related to “money”—for in-
stance, it (“earn money”) or i (“loan money”’)—and are not
semantically related to “shell” in contemporary Chinese.

@ Springer

The semantic transparency of radicals has been found to
affect sublexical processing (see Yan et al., 2012, for a review).
Adult readers were found to be able to process characters with
transparent radicals more efficiently than those with opaque
radicals in semantic-categorization and lexical-decision tasks
(Chen & Weekes, 2004; Hsiao, Shillcock, & Lavidor, 2007).
Shu and Anderson (1997) instructed 292 Chinese children in
the first, third, or fifth grade to produce a two-character word
from four candidate characters with different semantic radicals
but the same phonetic radicals. They found that children per-
formed better when the semantic radicals of the target charac-
ters were transparent. Using the proposed Model 1 in this
context would be problematic, since nearly 50 % of all seman-
tic radicals are not one-character standalone words. We there-
fore suggest adopting Model 2 to compute the semantic trans-
parency and consistency of semantic radicals.

Language development The transparency and consistency
measures computed by the proposed methods can also be
beneficial for educational purposes. Chen, Hao, Geva, Zhu,
and Shu (2009) suggested that Chinese children’s abilities of
vocabulary acquisition and character reading are related to
how well they can construct a new compound word from
familiar morphemes. The results of the present study might
provide useful guidance for designing teaching materials—-
for example, to first teach children characters with high
consistency or a larger morphological family size in order
to teach general rules to construct new compounds, and then
teach opaque compounds at the whole-word level.

Implications for raters’ morphological processing Many
issues remain when setting our model parameters, such as:
Should constituent position be included in the morphological
family? Should the size of morphological families be limit-
ed? For the constituents with low consistency, which mean-
ing is activated by a rater? What is the optimal threshold for a
given semantic space? Recent work by Crepaldi, Rastle,
Davis, and Lupker (2012) has demonstrated evidence for
position-independent representations of the constituent mor-
phemes of compounds. Furthermore, it seems possible that
position-independent constituents would improve the mea-
surement of transparency in Model 2 by adding extra com-
pounds with common meanings. For example, Model 2 is
not presently able to compute a cosine measure for the
constituent “nail” in “nailbrush,” but presumably this would
be possible if the model were to consider the “nail” in
“fingernail” or “toenail,” in which “nail” occurs in a different
position. To address these issues, more empirical work will
be required. From the results in the present study, it appears
that the way in which transparency judgments are carried out
affects the model parameter settings. We imply that the
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meanings activated by human raters during transparency
judgments may be individually different, and that each rater
might have a different threshold for the “cutoff” of opacity.

Limitations and future work

Limitation of Chinese corpus The SP-C used in the present
study was built using traditional script, and it will be impor-
tant to test the compatibility between the traditional and
simplified scripts. From the materials in Mok (2009) using
simplified script, all high-frequency items except one (due to
segmentation standard) were covered in SP-C, but five out of
the 95 low-frequency items were not used in traditional
scripts. Furthermore, 10 % of simplified characters map to
multiple (two to four) traditional characters, which increases
morphological or semantic ambiguity (see Tsai, Kliegl, &
Yan, 2012). This ambiguity caused by one-to-many map-
pings between simplified and traditional scripts could be
further studied using semantic spaces based on simplified
and traditional Chinese corpora.

The current limitations of the proposed method in Chinese
might be the relatively small corpus size, which is due to the
fact that no spaces appear between words in the Chinese
writing system, and thus an automatic word segmentation
algorithm is required. Hong and Huang (2006) introduced
the Chinese Gigaword Corpus containing 1.1 billion Chinese
characters, including 700 million traditional characters from
Taiwan’s Central News Agency and 400 million simplified
characters from China’s Xinhua News Agency (all simplified
characters were converted into traditional characters).
Automatic and partially manual word segmentation were
carried out, and the accuracy was estimated to be above
95 %. Cai and Brysbaert (2010) published SUBTLEX-CH,
based on a corpus (47 million characters) of film and televi-
sion subtitles, and they suggested that SUBTLEX-CH is a
good estimate of daily language exposure and captures much
of the variance in word-processing efficiency. It is possible
that Chinese semantic spaces could be established on the
basis of those larger corpora.

Semantic similarity measure for computing transparency Other
computational alternatives of semantic similarity could also be
used. Since LSA requires document information—that is, a set
of words that relate to the same topic, a corpus without specific
document information (such as a corpus from film subtitles)
may turn to the hyperspace analog to language (HAL; Burgess
& Lund, 2000; Lund & Burgess, 1996). Similar to LSA, HAL
is a semantic space model, but HAL moves an n-word window,
serving as a document, along a text corpus. An alternative
approach, BEAGLE (Jones & Mewhort, 2007), incorporates
word order information on top of LSA. Since order

information is important for some constituents, BEAGLE
might be adopted to compute semantic similarities within the
morphological family of a constituent (such as in the examples
shown in Tables 2 and 3). Furthermore, Maki, McKinley, and
Thompson (2004) provided semantic distance norms derived
from WordNet (Fellbaum, 1998; see also Miller, 1990), and
they found that these semantic distance measures closely re-
sembled featural similarity and were distinct from LSA. This
measure may be suitable for detecting semantic transparency
with regard to the exocentric interpretation, such as shape
information between “seahorse” and “horse,” which is inac-
cessible for LSA (LSA cosine value for this example: .01).
Therefore, we suggest that the WordNet-based measure could
be integrated into semantic space models to account for a
broader range of transparency interpretations.

Model parameters and performance The model parameters
in the present study include (1) semantic space, (2) number
of dimensions, (3) comparison type in Models 1 and 2, (4)
definition of morphological family (position-specific or
position-free), (5) definition of dominant meaning, and (6)
distance function and threshold of the clustering algorithm.
A single set of parameter values was used for each data set
reported in this article, and these values were estimated
arbitrarily. The optimization issues of LSA have been studied
in Lifchitz, Jhean-Larose, and Denhic¢re (2009) regarding
optimal tuning of lemmatization, stop-word list, term
weighting, pseudodocuments, and normalization of docu-
ment vectors (see also Shaoul & Westbury, 2010). It is also
possible to combine multiple models—for example, by re-
gression analysis or AdaBoost (Freund & Schapire, 1997;
see also Bishop, 2006)—to improve model performance.

In the present study, we propose a method to average
across subjective differences and transparency ambiguities.
Corroborating evidence from two different languages was
presented by testing the stimuli used in prior compound-
word studies (Frisson et al., 2008; Mok, 2009), as well as
ratings obtained for the present study. The results show good
prediction (AUCs > .8) for the English compounds of
Frisson et al. and for the ratings of Chinese data in the present
study, and reasonable predictive performance for the Chinese
compounds from Mok’s data. Semantic consistency was
found to be higher in transparent constituents than in opaque
ones in all the materials of our evaluations. The results may
be beneficial to psycholinguistic studies.

Author note Portions of the data were presented at the Asia—Pacific
Conference on Vision (APCV) 2010, and the first author was awarded
an APCV Student Travel Grant. Part of the study was supported by
Grant No. RO1 EY021802 from the National Institutes of Health (NTH)
to M.P. Thanks to Keith Rayner, Jinmian Yang, Marc Brysbaert, and
several anonymous reviewers for helpful comments on this study.
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Appendix

Table 5 Reanalysis of transparency conditions in Frisson et al. (2008) using LSA

Initial Constituent Final Constituent
ST Compounds C1 FS Co Ml M2 C2 FS Co M1 M2
00 honeymoon honey 9 12 .03 -.07 moon 8 .08 .01 -.07
hamstring ham 26 .06 -.01 -.07 string 5 .30 .02 .02
blockbuster block 11 13 .01 .00 buster 3 .04 .01 .01
pocketbook pocket 5 31 38 22 book 10 .20 .04 -.02
cocktail cock 16 .08 .04 -.03 tail 8 .05 -.04 .08
network net 4 .07 .01 -.03 work 30 .08 .08 —-.06
jackpot jack 13 .07 1 .08 pot 11 .08 .01 .01
deadline dead 8 A1 -.01 -.05 line 60 .08 13 11
pineapple pine 6 25 A1 .03 apple 6 11 28 41
flapjack flap 4 46 .09 .01 jack 15 .07 0 —-.04
oT godchild god 17 15 N/A N/A child 6 11 N/A N/A
buckwheat buck 15 A1 .14 .01 wheat 3 .05 37 33
crowbar crow 13 12 .01 .06 bar 9 15 23 25
ragweed rag 11 13 0 .01 weed 4 12 41 33
restroom rest 37 11 11 12 room 31 24 17 12
ladybug lady 5 26 .04 —-.06 bug 3 26 44 S1
peanut pea 6 .19 11 74 nut 7 .14 13 .61
sandalwood sandal 3 13 .02 —-.01 wood 32 .07 .09 .09
horseradish horse 15 31 .06 .02 radish 3 23 .09 11
horseplay horse 15 31 .06 .01 play 7 15 .04 -.03
trenchcoat trench 3 28 N/A N/A coat 5 17 N/A N/A
dragonfly dragon 4 29 12 .09 fly 10 .14 43 57
peppermint pepper 6 19 .26 .40 mint 4 22 33 .54
butterfly butter 9 .09 .04 -.04 fly 10 14 27 41
TO chatterbox chatter 6 A1 .06 .02 box 11 11 -.07 -12
lumberjack lumber 3 18 17 .16 jack 15 .07 .05 -.01
nightmare night 17 18 32 .20 mare 2 .79 11 .01
staircase stair 6 34 .57 .69 case 8 .20 .07 .00
litterbug litter 4 21 N/A N/A bug 9 .09 N/A N/A
gingersnap ginger 3 .16 N/A N/A snap 8 .14 N/A N/A
sideburns side 26 17 .05 -.05 burns 3 .07 .01 -.01
warhead war 68 .09 1 .08 head 20 .09 -.02 -.02
doughnut dough 3 .39 31 .53 nut 7 .14 13 35
heirloom heir 4 33 17 .07 loom 3 .14 13 —-.06
TT moonlight moon 7 .10 46 48 light 24 .14 25 23
toothache tooth 8 32 .85 .85 ache 4 11 .14 .09
dishwasher dish 9 .14 .52 .67 washer 2 44 44 .80
barnyard barn 11 .07 1 .63 yard 14 12 34 .14
cookbook cook 12 21 .16 11 book 10 .20 .34 33
farmland farm 13 .39 .55 57 land 77 .08 .67 40
haystack hay 13 .06 43 .60 stack 6 14 2 38
rainfall rain 17 29 .68 .66 fall 12 .08 17 40
honeybee honey 9 12 .67 73 bee 3 .57 .82 .84
paintbrush paint 20 15 22 21 brush 4 21 33 35

@ Springer



Behav Res

Table 5 (continued)

Initial Constituent

Final Constituent

ST Compounds C1 FS Co Ml M2 C2 FS Co M1 M2
snowball snow 14 51 .65 .62 ball 10 24 .03 -.02
gingerbread ginger 3 .16 2 .39 bread 2 32 32 .30
nailbrush nail 4 .57 N/A N/A brush 4 21 N/A N/A
teacup tea 47 12 21 .09 cup 4 25 13 .00
songbook song 2 .89 .1 .10 book 10 .20 33 28
firewood fire 23 .14 31 .26 wood 32 .07 53 .54
pillbox pill 11 .07 -.03 -.04 box 11 11 11 12
toothpaste tooth 8 32 41 .55 paste 6 21 42 72
meatball meat 4 17 22 21 ball 10 24 .01 -.05
gunshot gun 15 13 13 .08 shot 5 .10 22 29
raincoat rain 17 29 .39 .37 coat 5 17 .36 45
flowerpot flower 8 27 12 .10 pot 11 .08 .04 -.14
clothesline clothes 4 32 15 .01 line 60 .08 .26 18
rattlesnake rattle 4 34 .39 71 snake 5 42 .58 57
lumberyard lumber 18 18 13 yard 14 12 23 .10
rainstorm rain 17 29 .57 .54 storm 5 23 42 A7
headache head 37 .10 .19 .16 ache 4 11 25 .87
woodshed wood 23 12 .1 .05 shed 2 .04 27 .20
sandcastle sand 22 12 N/A N/A castle 2 .14 N/A N/A
mousetrap mouse 4 23 .03 .02 trap 4 .08 .19 15
hairbrush hair 16 .26 11 11 brush 4 21 .06 .04
chessboard chess 2 .59 .59 .68 board 23 12 .07 .05
pocketknife pocket 5 31 .09 -.05 knife 4 28 23 18
mailbag mail 7 .39 72 .70 bag 4 25 2 21

For the present and the following appendix, ST is semantic transparency. FS is number of morphological family size, Co is semantic consistency, M1
and M2 are the LSA cosine values calculated by Models 1 and 2, respectively

Table 6 Re-analysis of the materials in Mok (2009)

Compound Initial Constituent Final Constituent

WF ST Word SP-C WF FreqS FS Co M1 M2 FreqS FS Co M1 M2

H TT SN e 52 6 6 13 .26 .96 8 3 .08 .06 .96
JRE JETR 95 965 9 .08 -.03 -.05 934 32 .07 14 .07
4R ESTRT} 299 20 17 A1 .38 .20 200 23 .08 29 18
S g 132 117 11 .16 .66 78 316 16 .16 .29 .85
[i3N B 769 1,375 28 21 .66 75 1,220 87 .07 .03 12
LT “sk 366 0 11 .06 N/A .95 32 20 .09 .06 15
b Wi 56 180 19 .10 .33 32 280 16 .39 7 78
JEAR JEIMR 113 82 20 12 .40 14 42 27 .09 17 28
= R 76 32 16 .10 .02 .02 7 12 .07 .04 97
TR BR 154 19 26 .09 15 31 25 14 .05 .06 A1
FLEE TLE 191 1,809 32 .10 18 93 100 65 .06 14 .03
et et 80 203 29 .08 11 39 22 18 14 .26 26
fiff) fift 47 139 38 .07 .09 .00 0 1 N/A N/A .98
PP PRt 893 74 42 .08 .19 .04 52 22 .09 .36 .01
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Table 6 (continued)

Compound Initial Constituent Final Constituent
WF ST Word SP-C WF FreqS FS Co M1 M2 FreqS FS Co M1 M2
W (oY 345 117 24 .06 .03 23 189 6 .14 21 93
St E 100 444 51 .08 .38 .01 119 5 18 .00 .16
gk 1eis 153 359 52 .06 17 -.02 0 1 N/A N/A 93
P JCEL 83 685 62 .07 12 46 17 25 .09 18 .10
Jask SR 120 355 47 .09 78 .81 364 67 .08 .06 -.02
X1 B4 129 13,944 47 .06 .33 .03 294 19 .10 21 .03
ek & 123 166 57 .09 .04 -.05 474 92 .08 17 .30
H 00 X & X )& 282 26 3 .05 .07 93 19 4 .03 .04 93
kvl B 4 29 12 12 .06 184 22 .09 .02 -.05
fioged ek 31 184 14 .05 .07 .01 415 32 13 .33 17
Ry WG 1,726 344 50 .07 13 .04 382 23 .06 13 -.07
EIR HmE 160 26 18 .07 .01 —-.08 268 31 .10 .20 .09
R b2 1291 46 22 17 .02 .00 127 10 A1 .01 -.02
FAF A 1,044 1,724 13 .07 .07 .03 1,651 27 .09 .06 -.02
4% S 94 148 12 12 -.02 -.03 8 15 .07 -.05 -.03
iR EilIES 117 216 28 .07 N/A N/A 80 22 .09 N/A N/A
K T A 919 47 17 .07 11 .90 1,195 9 12 26 -.02
kUl ge ] 214 47 27 .08 .07 -.02 164 28 .09 18 .85
[RE i 15 223 17 27 .09 .20 -.02 323 14 11 42 .02
Eay HHR 125 47 27 .08 15 .10 491 96 .08 26 -.02
s FE 2,423 2,465 31 .06 .08 .07 619 99 .06 .07 -.01
A EH 8 1,955 47 A1 -.03 -.03 387 10 17 .06 .05
Tk J7$tk 74 216 25 .06 21 -.01 129 8 .05 .02 .01
A i 291 1,430 44 .09 .19 .03 733 99 .07 .26 15
T & 70 126 32 13 .09 .04 86 5 .06 22 13
iz i 184 350 65 .09 .04 -.03 1,232 33 .07 .09 —-.06
W% A 11 627 23 .06 .09 .00 3,380 3 .09 .05 .04
By R% 13 342 38 .07 -.02 -.05 197 21 .02 .00
A AGH 53 3,462 34 .08 .06 .03 165 19 .08 21 .05
oN e 240 177 40 .09 .08 .00 14,066 77 .08 27 .00
7% 177 77 345 55 .07 28 13 620 5 .04 .00 —-.04
TR FB 237 1476 40 .09 .08 .02 1,174 24 .08 .09 .08
il i 17 1,100 99 .06 .30 -.02 69 4 .02 .04 —-.03
Tk 1k 28 623 72 .10 17 13 619 99 .06 .09 .01
HE HE 9 863 102 .07 13 .01 17 25 .08 .00 -.07
KW ] 166 162 81 .06 .08 .00 162 59 .06 .04 .05
B3 A3 113 1,062 99 .08 22 .04 7 11 .14 20 .30
i Pl 143 2,519 109 .08 17 .06 88 4 25 31 91
H TO iy I 1,067 7 3 .07 .01 91 679 71 .08 —.04 -.10
P PRI 8 79 10 15 .19 14 12 2 .03 .03 .00
e e 1,074 8,317 6 18 18 .06 7,221 36 .06 .14 -.01
wetd B9 197 5 4 .08 17 .85 5,969 71 .07 22 .01
B iz i 240 156 9 23 .05 -.02 147 7 12 24 .16
Wk B 12 339 9 12 13 .06 118 11 11 12 .05
N el 627 0 9 .06 N/A .93 0 1 N/A N/A 93
BEH TE 21 27 9 .06 .03 .01 30 16 12 11 .10
Bl LT 1,078 278 4 41 46 17 41 9 .14 .10 18
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Table 6 (continued)

Compound Initial Constituent Final Constituent

WF ST Word SP-C WF FreqS FS Co M1 M2 FreqS FS Co M1 M2
R B 116 62 12 21 .66 .82 15 15 .07 .19 97
i A 33 37 10 11 .16 .07 69 29 .08 .02 -.02
W& Bty 146 1,615 11 12 .09 .03 100 45 .08 13 -.01
TR TR 627 46 13 .10 .36 .06 99 87 .10 13 25
TR TR 54 1,060 25 18 27 24 635 37 .08 .10 .00
LUES LIPS 5,336 3,142 22 .08 11 91 35 23 .08 .06 .06
i SEH 216 165 32 .06 .05 .14 6 7 .09 .01 .94
op) IR 23 62 26 .08 15 -.04 13 19 .10 .08 .07
ik fREA 22 472 38 .08 .19 .01 834 141 .07 27 .04
R ES 412 67 71 .06 .03 -.02 49 13 .10 18 24
E& & 15 2,573 52 .06 .06 .00 1,232 32 .07 .02 .06
A 4% 295 88 63 .07 .20 .20 8,070 27 .08 15 .05

H oT [EEH (£ 137 0 .00 N/A 97 87 13 27 51 .83
4 14 374 8 .14 .20 .90 143 9 15 24 .90
BB HH 27 30 12 .00 -.07 415 17 A1 25 -.02
ERTT SR 19 3,539 12 .07 .16 .08 2,944 27 .08 .10 15
i 48 G| 352 47 13 .08 24 .90 39 14 .10 15 .01
LT ZIRERE 2108 38 9 11 .10 .05 142 17 .09 .00 .00
A fiir e 274 0 10 .06 N/A .02 117 38 18 .30 .62
R R 470 6 7 .06 31 97 985 60 20 74 .83
Evih L 29 65 17 .06 12 .06 468 31 .16 .53 46
e JiEe 38 53 10 13 17 .09 0 2 43 N/A .96
KBH NG 429 2,893 27 .07 13 .04 43 24 .06 11 .06
EE 2N H A 1,227 34 12 .09 —-.01 .06 21 21 .10 .04 .03
A i 30 2,636 28 15 21 15 310 21 15 .36 .07
JERASE JRAE 164 18 14 .06 .10 .88 54 4 .19 24 .88
LK AR 2,511 13,172 27 12 27 .03 13,758 29 .09 23 .08
Jrfe Iy 621 216 25 .06 .10 .14 2,723 14 A1 .16 .83
Erdid Epdd 53 127 42 .06 .00 —-.06 67 8 .10 11 -.01
EIH e} 106 297 20 .07 13 .08 358 25 18 .34 25
1 JliRER 22 207 31 12 .06 .00 61 8 15 .07 .01
T b= 13 153 77 .08 12 .07 694 19 .08 18 .07
B Bl 2,871 1,062 99 .08 .04 .01 129 39 .08 .53 .80
fT0r FIHE 52 1,448 94 .07 11 .00 1,833 18 12 18 .01

L TT JEH JEH] 0 13 1 N/A N/A N/A 3,045 102 .07 N/A N/A
BIUN iR 0 740 12 .08 N/A N/A 284 45 A1 N/A N/A
124k ez 11 16 11 12 .07 .01 11 11 .10 .10 .16
it filg At 24 35 19 .05 .02 -.09 168 16 12 .39 .16
i) ) 242 109 30 .10 .19 -.02 18 10 12 .08 .01
WA A 7 283 26 .07 17 25 83 7 .08 18 -.01
Fak % 38 32 17 11 .20 .16 70 12 .09 28 .02
b bl 90 24 11 N/A N/A 45 5 13 N/A N/A
AT =57 104 22 .07 N/A N/A 1,448 42 A1 N/A N/A
puw by 26 760 41 .07 .16 .08 72 41 .07 -.01 .00
SN it 28 177 17 .09 .19 .01 19 28 .06 12 .00
Fike bt 0 383 27 .07 N/A N/A 136 12 18 N/A N/A
DL fi Fifi 31 1,682 22 .08 .05 .00 131 15 .09 .07 .06
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Table 6 (continued)

Compound Initial Constituent Final Constituent

WF ST Word SP-C WF FreqS FS Co M1 M2 FreqS FS Co M1 M2
KA A 8 57 17 15 .19 14 4 5 22 13 .01
dith i 0 263 46 11 N/A N/A 27 4 .06 N/A N/A
51k Bl 5 92 33 .06 .08 .00 21 30 .07 .06 .05
Jadk 184 12 7,752 55 .06 11 -.07 9 11 .09 —-.02 73
ARl FrRE 0 78 41 .10 N/A N/A 30 37 .08 N/A N/A
KIL K 0 238 42 .09 N/A N/A 77 13 .16 N/A N/A
a5 5 1,100 99 .06 N/A N/A 1,398 78 .07 N/A N/A
BREd ik 37 12,231 121 .05 11 26 478 31 .09 13 —-.02
AW Ak 0 59 98 .06 N/A N/A 28 22 .14 N/A N/A
NN NS 22 5,038 85 .07 15 .37 291 19 .06 18 .01

L 00 ki W 4 6 4 11 —-.04 13 4 6 .07 -.02 .02
b el 4 255 21 12 .01 .03 18 20 A1 .06 -.02
N LA 5 330 8 .16 .07 .07 10,127 61 .10 15 .03
Ui T Ui 5 207 16 .08 .06 .01 17 16 .19 -.01 .06
& & 10 181 30 .07 12 .00 47 69 .06 28 -.06
35 B0 4 10 11 .07 .06 -.02 80 14 .04 14 -.16
Pesk T 0 167 17 .10 N/A N/A 557 15 12 N/A N/A
i1 (b= 118 2,723 16 .08 .05 -.01 2,486 50 .10 .07 .01
gl bl 13 27 11 13 18 25 73 7 .06 .07 .06
5 Sl 4 6 14 .07 .01 .05 56 7 13 .07 .04
JERKE JERH 21 18 14 .06 15 -.10 7,858 22 .09 .04 .05
FilvE % 25 0 1 N/A N/A N/A 117 50 .08 24 .02
LY/ N Wt 11 254 21 .06 .00 -.03 174 79 12 .04 .01
ol ol 13 119 14 .08 .14 17 355 74 .08 .02 -.03
P E) 4 137 17 .09 .19 .08 297 24 17 12 .05
ARH AH 2 80 47 .07 N/A N/A 119 18 17 N/A N/A
Ha eSS 26 404 11 .05 N/A .00 100 45 .08 .06 .03
2L ALEH 3 481 45 .06 N/A N/A 13 4 .06 N/A N/A
AR JEL AL 19 434 59 .08 15 .10 106 55 .08 21 13
1EH 1eH 1 623 72 .10 N/A N/A 95 11 .05 N/A N/A
TFAE ANH]BHAE 12 1,023 114 .06 .16 .06 135 24 .07 —-.04 A1
V& 545 2 26 4 18 N/A N/A 472 15 .10 N/A N/A

L TO LIPS SE/NF 2 5 1 N/A N/A N/A 834 141 .07 N/A N/A
W A 6 40 7 .10 11 .07 102 35 .08 .09 .00
e Hy 6 49 5 .14 .32 .10 824 24 .06 .04 -11
[ B4 4 21 11 .08 .06 .08 1,814 24 .07 .08 .07
Ik 5 27 38 21 .07 23 -.02 11 16 .06 26 13
(it {3 10 4,645 14 .08 .06 .01 193 29 .06 .00 —-.04
B ESTS 18 109 21 .09 .05 -.05 41 3 .01 .00 —-.04
Ik TR 0 22 6 11 N/A N/A 748 38 .06 N/A N/A
FEE FEAE 3 111 14 .08 N/A N/A 78 26 .08 N/A N/A
i e 8 2,103 24 .09 .00 .01 4 10 .04 .02 A1
M0 A 35 51 8 .07 .01 .09 13,585 35 .06 12 .04
i B 7 143 5 .20 .38 29 118 11 11 17 A1
FIR FIR 5 58 12 31 31 .56 254 16 .08 .07 .03
JAF JAF 5 53 11 15 14 .06 0 7 .05 N/A —-.06
Wik Hele 14 123 14 15 .57 72 379 17 .10 -.01 .01

@ Springer



Behav Res

Table 6 (continued)

Compound Initial Constituent Final Constituent

WF ST Word SP-C WF FreqS FS Co M1 M2 FreqS FS Co M1 M2
N N 1 33 27 .06 N/A N/A 178 34 .08 N/A N/A
5 Eea| 1 16 18 17 N/A N/A 144 24 .09 N/A N/A
Ey) Ey) 0 42 16 .19 N/A N/A 78 18 A1 N/A N/A
AEES i 33 1,600 38 17 .55 .61 100 24 11 11 .04
k2l I 33 2,263 53 .07 .06 .01 480 72 12 .03 —-.04
22 2 20 48 50 .06 12 -.03 144 24 .09 .03 —-.03
[Fi) [ 5 950 47 .07 .02 31 219 10 .08 .03 -.03
Shr AR 9 1,781 91 .06 12 -.01 1,192 18 .10 17 12
K BE JKEE 11 1,445 98 A1 .06 .06 86 18 .09 .06 -.15

L oT 1517 Hk 5 26 9 .14 -.05 —-.06 13 8 15 18 -.02
%A s 11 38 .20 .04 -.02 1,580 18 .09 15 .10
B i 16 9 8 .06 .03 .06 22 9 .08 .00 .06
ER( T 52 17 10 15 13 12 374 24 12 31 .10
g ik 8 46 12 .07 -.02 -.05 684 16 .08 .07 .05
T A 28 120 13 12 23 -.03 2,022 22 13 .16 .07
EHE 15113 3 380 21 12 N/A N/A 109 2 .08 N/A N/A
=l E 11 57 12 .06 13 -.01 1,568 44 .07 24 .05
B [/ 9y 43 105 13 .05 .02 -.05 987 53 .09 .05 .07
b % %8 13 913 21 .10 .00 .02 790 44 .10 43 .03
JHiA JiiA 20 442 19 11 .02 .00 3,462 40 .06 .09 -.01
=i £ 3 137 17 .09 N/A N/A 6 5 20 N/A N/A
[ L 11 2,475 26 .07 .03 -.02 18 8 .10 .16 -.01
g B 2 342 38 .07 N/A NA 567 30 .08 N/A NA
T T 4 1,033 54 .07 .09 —-.01 33 7 .06 .29 25
K R 0 12 16 .07 N/A N/A 73 6 .07 N/A N/A
&iF LR 33 1,158 48 .06 .02 .02 8 13 .16 .33 .89
rHL TTHL 12 8,508 46 .08 .06 -.03 361 42 .07 .08 .02
R Hi=E 141 625 76 .16 .02 -.03 335 47 .07 22 —-.04
B A 96 2,486 47 .08 .09 .01 471 8 24 24 13
E% 7R 1 2,573 52 .06 N/A N/A 754 86 .07 N/A N/A
A Pt 50 1,284 65 .06 24 .00 108 54 .09 22 .05
U A 153 491 36 .08 .06 -.01 120 48 .08 17 .14
PR JAEE 10 434 59 .08 .20 .06 18 20 11 .07 —.04
Sk S 0 596 53 .07 N/A N/A 4,008 106 .06 N/A N/A
IR EARIS 26 1,448 94 .07 25 .16 41 5 .14 .32 19

For the present and the following appendix, WF represents high (H) or low (ST) frequent items. SP-C is the traditional-script conversion of
compounds in SP-C. WF and FreqS are the counts of whole words and constituents in ASBC (5 million words), in which FreqS is counted for one-

character words and does not include occurrences in other multi-character words
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